3GPP TSG RAN WG1 NR Ad-Hoc #2                                   R1-1711543
Qingdao, P.R. China 27th – 30th June 2017

Agenda item:		5.1.4.2.2
Source:	Nokia, Alcatel-Lucent Shanghai Bell 
Title:	Rate matching for Polar codes
Document for:		Decision
1	Introduction
In RAN1 #89 meeting [1], the following agreements were made on rate matching for polar codes:
Agreement:
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS

In this contribution, we discuss possible schemes for rate matching focusing on the studies of shortening, puncturing, and repetition. 
2	Puncturing/Shortening techniques
As polar codes are mainly constructed for code lengths that are the power of two, special attention is required to support in-between codeword lengths. In [2], different puncturing schemes are identified as follows.  
Natural – Type I: Puncture code bits with indices {1,2,⋯,N-M}, i.e. the first (N-M) bit positions.
Natural – Type II: Shorten code bits with indices {M+1,M,⋯,N}, i.e. the last (N-M) bit positions.
Bit-reversed – Type I: Puncture code bits with indices given by bit reversing {1,2,⋯,N-M}.
Bit-reversed – Type II: Shorten code bits with indices given by bit reversing {M+1,M,⋯,N}.
Reliability- Type I: Puncture the indices corresponding to the least reliable bit-channel positions first.
Reliability- Type II: Shorten the indices corresponding to the most reliable bit-channel positions first.
Split-natural – Type I: Puncture the first N/4 bits naturally from bit index 1, and additional bits if needed are punctured alternately from N/4+1 and N/2+1.
Split-natural – Type II: Shorten the last N/4 bits in reverse order from bit index N and additional bits if needed are punctured alternately in reverse order from 3N/4 and N/2. 
Based on their study, Split-Natural or Reliability-based puncturing method showed good performance. But, both Type I and Type II are needed depending on the code rate. 
Moving forward, we should focus on the exact use cases of these puncturing schemes. At least for downlink, we expect fixed coded block sizes which are associated with the aggregation levels. Considering the latest agreement on CCE size which now contains 6 REGs, we could expect 96, 192, 384, and 768 bits for 1st, 2nd, 4th, and 8th aggregation levels, respectively. In such cases, puncturing patterns are fixed where we can define a given scheme which is performing better for that operating points. Otherwise, the puncturing scheme could be a sub-optimal scheme as it justified based on averaged observation across different coded block sizes.
Still, it is bit unclear about the procedure that we need to follow when selecting the exact rate matching scheme. There are many steps that we need to finish in order to facilitate the selection process of the rate matching scheme. To start, we need to have the code construction ready for the polar codes. We also need to have agreement on reference sequence to be used in the evaluations. Without having those agreements, there are too many variables that different rate matching schemes will show different observations. 
 
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]3	Repetition techniques
It is understood that Polar code repetition must be done for rate matching when the target block size is greater than the underlying polar codeword.
It has been observed in 3GPP that an inappropriate design of polar code repetition would lead to inferior decoding performance compared to the polar coding without repetition. Therefore, a good design of polar code repetition for control channels is important. 
A trivial scheme for polar code repetition is very similar to the circular buffer design of WCDMA and LTE turbo codes. The scheme repeats the bits from the very beginning of the encoded block depicted in Fig. 1. However, this trivial scheme does not have good decoding performance as we will see later in the simulation results.
[image: ]
Figure 1. Classical Arikan encoding graph example
In this section, we assume:
·  are the information bits to be encoded;
·  are the polar encoded bits;
·  is the total number of information bits, which includes CRC bits if CRC-aided polar coding is used;
·  is the total number of coded bits, and the coded bits are obtained by encoding a  polar mother code;
·  is the total number of bits to be transmitted.

In this case, we need to select  bits from the  polar coded bits and concatenate them with the original length- codeword to form the code block for transmission.
Here, we describe a repetition scheme based on a double-circular buffer structure, which is depicted in Fig. 2.
[image: ]
Figure 2. Double circular buffer
In Fig. 2, the  coded bits, , are divided and put into two buffers. In the outer buffer, the coded bits are denoted by , and  refer to the bits in the inner buffer.  and  are the length of the outer buffer and the inner buffer, respectively.  is not required to be equal to , and clearly, we have . The operator  means . 
For a given cell in the outer buffer, it could contain any bit in . The selection of the exact , which is put into the given cell, is controlled by an offset (or displacement) value, and it is called  in Fig. 2. Similar argument is applicable to the inner buffer, and the offset value is called .
There are two steps in the process with the double circular buffer: 
1. Distribution: The first step is to distribute the coded bits into the two buffers.
2. Spooling: the second step is to send out the coded bits from the double circular buffer.

At step-1, we need to distribute the  coded bits into two buffers, and in this contribution we sequentially put all coded bits which are not directly connected to the information bits in Fig. 3 into the outer buffer, and put the coded bits which are directly connected to the information bits into the inner buffer.
[image: ]
[bookmark: _GoBack]Figure 3. Encoding graph agreed in 3GPP
In Fig. 3, the red lines refer to the direct connection relationship, and in this case ) and .
At step-2, when the distribution of coded bits is completed, spooling of the double circular buffer is applied to yield code repetition. The steps are:
1. Determine the values of  and ;
2. Determine the starting point for buffer cell visiting, which can be anywhere in the outer buffer or the inner buffer;
3. Determine the direction and way for visiting the buffer cells (clockwise, counter-clockwise, or others);
4. Start from the starting point and keep reading out coded bits from the double buffer alongside the red line in Fig. 2, until  bits are collected. (The arrowhead in Fig. 2 is just for illustration purposes. In Fig. 2 it means clockwise direction, but it could also point to the opposite direction.)

The proposed scheme provides much flexibility for various applications. Here is the list of the degrees of freedom:
· Ways to distribute coded bits
· Offset values for the inner and outer buffers
· Starting point
· Direction
· Ways to visiting the cells in the buffers (sequential, zigzag, etc.)

And these factors can be finely tuned to further optimize the performance.
Simulation results are provided to show the performance gain of the proposed scheme against the most straightforward and turbo-like repetition scheme in Fig. 4.
For the double buffer based scheme, we choose , , counter-clockwise buffer visiting, and starting from . For the turbo-like repetition scheme, we repeat the bits from the very beginning of the encoded block depicted in Fig. 1.
[image: ]
Figure 4. BLER performance comparison
Fig. 4 compares the BLER performance of the proposed scheme and the turbo-like scheme for the (N = 1024, K = 500) case, and the length-1024 codeword is repeated to fulfil M = 1500. The decoding method is CRC aided list decoding and 19 CRC bits are attached. The list size is 8. The proposed scheme has about 1 dB gain when the BLER reaches 10-3.
Proposal 1: Consider the double circular buffer structure for polar code repetition. 
4	Conclusion
In this contribution, we discussed the rate matching schemes for polar codes.

Proposal 1: Consider the double circular buffer structure for polar code repetition. 
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