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Introduction
In RAN1#87, Polar codes were adopted as channel coding for uplink control information and downlink control information (working assumptio) for eMBB system except for very small block length [1]. A detailed design of Polar codes is proposed in [2] for control channel in eMBB system. A circle buffer based rate-matching scheme with block puncture/shortening/repetition is propsed in [3].  
In RAN1#89 in Hangzhou[4], the following agreement of rate-matching have been reached.
Agreement:
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS

In this contribution, we will provide the values for the parameters which are for further study in the agreement according to comprehensive simulation results.
Supported minimum coding rate Rmin
The purpose to define parameter Rmin is to get good tradeoff between decoding performance and decoding complexity. As we know, the coding gain is generally reduced with decrease of the coding rate. It is possible to find a minimum coding rate with low complexity and neglectable performance loss. The suitable value for Rmin is determined by the tradeoff according to the simulation results. 
The detailed simulation parameters are listed in Table 1. To facilitate the performance comparison with previous results, we just include 16-bit CRC into the number of the information bits for calculating coding rate (i.e., R = (K+16)/M). To eliminate the impact of the other parameters, the values of Rpsthr, Rrepthr and β are set such that they are effective turned off. It is noted that the value of M is set as the same value as Nmax for fair comparison.

Table 1 Simulation parameters for determination of Rmin value
	Channel
	AWGN

	Modulation
	QPSK

	Code sequence
	PW

	Code constructin
	CA-Polar with 19-bit CRC

	Rate-matching
	N/A

	Decoding algorithm
	CA-SCL with L=8

	Nmax
	512 or 1024

	K
	32:8:76 (payload + 16-bit CRC) excluding 3-bit addition CRC

	M
	Nmax

	Rmin
	1/6, 1/7, 1/8, 1/9, 1/10, 1/11, 1/12

	Rpsthr
	N/A

	Rrepthr and β
	N/A



The performance comparsion with variable values for Rmin with Nmax equal to 512 and 1024 are depicted in Figure 1 and 2, respectively. It is seen that the performance gaps between lowest coding rate and highest coding rate are less than 0.2dB for a few small K with Nmax equal to 512. The performance gaps for majority of K are neglectable. The same trend is observed for Nmax equal to 1024. The performance gaps between lowest rate and highest rate are less than 0.2dB for a few K around 70 and the gaps are neglectable for all the other cases.  We suggest to set the value of Rmin as 1/6 to get good tradeoff between decoding performance and complexity according to the simulation results.  
Observation 1: The performance gaps between coding rate of 1/6 and 1/12 are neglectable for Nmax equal to 512 and 1024 according the simulation results.
Proposal 1: Adopt Rmin=1/6 to get good tradeoff between decoding performance and complexity. 
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Figure 1  The performance comparsion with variable values for Rmin with Nmax=512
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Figure 2  The performance comparsion with variable values for Rmin with Nmax=1024
Threshold Rpsthr for switching between puncture and shortening
It is observed that shortening outperforms puncture for high coding rate but underperforms puncture for low coding rate. Both of them should be supported to obtain better performance for different coding rates. The suitable value for threshold Rpsthr is determined according to the simulation results. 
The detailed simulation parameters are listed in Table 2. It is noted that the value of M is set as K/ Rpsthr. The performance of both puncture and shortening are obtained in such rate. The threshold can be obtained by comparing the performance between puncture and shortening.
Table 2 Simulation parameters for determination of Rpsthr value
	Channel
	AWGN

	Modulation
	QPSK

	Code sequence
	PW

	Code constructin
	CA-Polar with 19-bit CRC

	Rate-matching
	block puncture/shortening/repetition with info adjustment [6]

	Decoding algorithm
	CA-SCL with L=8

	Nmax
	512

	K
	32:8:76 (payload + 16-bit CRC) excluding 3-bit addition CRC

	M
	3*K(1/3 rate)

	Rmin
	1/6

	Rpsthr
	1/2, 1/3

	Rrepthr and β
	NA



The performance comparison with different Rspthr are depicted in Figure 3.
Observation 2: It is good tradeoff to apply puncturing for rate < 1/2 and shorting for the other rate. 
Proposal 2: Adopt Rspthr = 1/2 as the swiching point for puncturing and shortening.
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Figure 3  The performance comparison for determination of Rspthr 

Threshold Rrepthr and βfor repetition 
The sizes of Polar mother codes are power of 2. Puncture or shortening will be used if M is less than N. However, if M is very close to N/2, it is possible to use N/2 as mother code using repetition with neglectable performance loss. Specially, if the code sequence is obtained without considering the impact of puncture, the repetition with N/2 as mother code may outperform puncture at low coding rate. Threshold Rrepthr is defined as the coding rate while βis used to measure how close for M to N/2. The suitable value for threshold Rrepthr and β are determined according to the simulation results. 
The detailed simulation parameters are listed in Table 3. The performance of both puncture and shortening are obtained in such rate. The threshold can be obtained by comparing the performance between puncture and shortening.

Table 3 Simulation parameters for determination of Rrepthr and β values
	Channel
	AWGN

	Modulation
	QPSK

	Code sequence
	PW

	Code constructin
	CA-Polar with 19-bit CRC

	Rate-matching
	block puncture/shortening/repetition with info adjustment [6]

	Decoding algorithm
	CA-SCL with L=8

	Nmax
	512

	K
	Rate = [1/3 ¼ 1/5 1/6] , K =  M*Rate

	M
	M=[ NM ~ NM*9/8], NM =[128, 256, 512]

	Rmin
	1/6

	Rpsthr
	1/3 

	Rrepthr
	1/3 

	β
	1 + [0:1/32:1/8]
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Figure 4  The performance comparison for determination of Rrepthr
The performance comparison between puncture and repetition for rate of 1/3 and 1/6 are depicted in Figure 4.  It is seen that the performance of repetition is close to that of puncture for rate 1/6 in some cases. More specifically, it is when M is slightly larger than NM. For rate 1/3, there are two points where repetition is very close to that of puncture. It is possible for these points to obtain good tradeoff between decoding complexity and performance. For rate higher than 1/3, it is seen that repetition has loss over puncture over a large range of N, especially when the number of information bits is small. It is risky to pick rate > 1/3 for these cases. Therefore, it is suitable to select 1/3 for Rrepth.
In order to find out the proper value of β, we sweep the potential values of β. For M values, we select from NM to NM*9/8, where NM are 128, 256 and 512. The range of K is calculated based on the given rate and M.
The performance comparison for varilabe values of β with NM  equal to 128, 256 and 512 is depicted in Figure 5-7. It is seen that that β = 1+1/16 achieves a universal better performance among candidates. Therefore, we propose to adopt β = 1+1/16 for the rate matching scheme.
Observation 3: It is good tradeoff to set Rrepth=1/3 and β = 1+1/16 for puncture  
Proposal 3: Adopt Rrepth = 1/3 and β = 1+1/16 as the maximum rate to support repetition.
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Figure 5  The performance comparison for determination of β with NM=128
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Figure 6  The performance comparison for determination of β with NM=256
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Figure 7  The performance comparison for determination of β with NM=512
Conclusions
In this contribution, we provide the values for the parameters which are for further study in the agreement according to comprehensive simulation results.   
Observation 1: The performance gaps between coding rate of 1/6 and 1/12 are neglectable for Nmax equal to 512 and 1024 according the simulation results.
Observation 2: It is good tradeoff to apply puncturing for rate < 1/2 and shorting for the other rate. 
Observation 3: It is good tradeoff to set Rrepth=1/3 and β = 1+1/16 for puncture.

Proposal 1: Adopt Rmin=1/6 to get good tradeoff between decoding performance and complexity.
Proposal 2: Adopt Rspthr < 1/2 as the swiching point for puncturing and shortening.
[bookmark: _GoBack]Proposal 3: Adopt Rrepth = 1/3 and β = 1+1/16 as the maximum rate to support repetition.
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