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1	Introduction
In RAN1 NR AdHoc #1, the following agreements have been reached for NR control resource set and control search space.
Agreements:
A control resource set is defined as a set of REGs under a given numerology
· Control search space includes at least the following properties
· Aggregation level(s)
· Number of decoding candidates for each aggregation level
· The set of CCEs for each decoding candidate
· FFS: if any of the following properties belong to control resource set or control search space
· Transmission/diversity scheme
· CCE to REG mapping
· RS structure
· PRB bundling size
· FFS: if the control resource sets can overlap or not
· FFS: whether the mapping between control resource set and control search space is one-to-one or one-to-many 
Agreements:
Each candidate of NR DL Control channel search space is composed by K NR-CCE(s)
· A NR-CCE is defined in fixed number of REGs
· FFS: Different REGs can be in the same or different symbols depending on REG to NR-CCE mapping
· FFS: NR-CCE includes the REs assumed for UE-specific DMRS to demodulate that NR-CCE
· FFS: REG to NR-CCE mapping within a control resource set is frequency first, time first or gNB configurable
· FFS: Down selection of REG to NR-CCE mapping
· E.g. K can be 1, 2, 4, or 8, etc
Agreements:
· NR supports at least following functionalities
· At least for eMBB, in one OFDM symbol, multiple CCEs cannot be transmitted on the same PRB except for spatial multiplexing to different UEs (MU-MIMO)
· A PDCCH candidate consists of a set of CCEs. A CCE consists of a set of REGs. A REG is one RB during one OFDM symbol.
· For one UE, the channel estimate obtained for one RE should be reusable across multiple blind decodings involving that RE in at least the same control resource set and type of search space (common or UE-specific).
· At least for DL data scheduled for a slot, the DL data DMRS location in time is not dynamically varying relative to the start of slot

In RAN1 #88, more agreements have been reached:
Agreements:
· NR-PDCCH can be mapped contiguously or non-contiguously in frequency
· The following may be considered to achieve the above (in the physical domain)
· Option 1: Localized or distributed mapping of REGs to a CCE. 
· Option 2: Localized mapping of REGs to a CCE. Localized or distributed mapping of CCEs when multiple CCEs are needed for an NR-PDCCH
· Down-selection between Opt 1 and Opt 2 should be further discussed
· Companies are encouraged to perform evaluations considering aspects such as channel estimation, frequency diversity, impact of resource reuse for NR-PDSCH, etc., especially for one CCE case
Agreements:
· FFS details of mapping of NR-PDCCH in time and frequency, considering the following options:
· Frequency first mapping of REGs to CCEs, frequency first mapping of CCEs to search space candidate 
· Time first mapping of REGs to CCEs, time first mapping of CCEs to search space candidate
· Frequency first mapping of REGs to CCEs, time first mapping of CCEs to search space candidate
· Time first mapping of REGs to CCEs, frequency first mapping of CCEs to search space candidate
· Down-selection should be discussed, including of the number of supported option(s)
In RAN1 #89, we have:
Agreements:
· CCE = 6 REGs (confirm Working Assumption)
· One of following is configured for REG-to-CCE mapping for a 1-symbol CORESET:
· Opt.1: No interleaving – 6 REGs for a given CCE are grouped to form a REG bundle and all REGs for a given CCE are consecutive
· CCE(s) of one PDCCH is/are also consecutive
· FFS: Whether the UE can assume the same precoder across multiple REG bundles
· Opt.2: Interleaving – [2 or 3 or 6] REGs for a given CCE are grouped to form a REG bundle and REG bundles are interleaved in the CORESET
· FFS: Whether the UE can assume the same precoder across multiple REG bundles
· FFS: down selection among {2}, {3}, {2,3}, {2,6}, {3,6}, {2,3,6}
· Note: UE can assume the same precoder within a REG bundle
· For REG-to-CCE mapping for a CORESET with more than 1-symbol;
· REG bundle is defined in time and frequency-domain
· At least support following:
· Time-first mapping where one of the following is configured
· Support REG bundle in time-domain being equal to the CORESET semi-statically configured time duration
· Opt.1: Non interleaving - 6 REGs for a given CCE are grouped to form a REG bundle and all REGs for a given CCE are time and frequency localized
· FFS: Whether the UE can assume the same precoder across multiple REG bundles
· Opt.2: Interleaving – [2 or 3 or 6] REGs for a given CCE are grouped to form a REG bundle and REG bundles are interleaved in the CORESET
· FFS: Whether the UE can assume the same precoder across multiple REG bundles
· FFS: time-domain precoder-cycling
· Support REG bundle in time-domain being equal to 1 symbol, or;
· Support following:
· REG-to-CCE mapping is exactly same as the case where a CORESET with 1 symbol
· A PDCCH candidate can be mapped across OFDM symbols
Agreements:
· In time domain, a CORESET can be configured with one or a set of contiguous OFDM symbols
·  The configuration can indicate the starting OFDM symbol and time duration
· A CORESET is configured with only one CCE-to-REG mapping

Working assumptions:
· For a time-duration of a CORESET:
· Support 1-3 OFDM symbol as time duration for a CORESET on the NR carrier with less than or equal to X PRBs
· Support 1-2 OFDM symbol as time duration for a CORESET on the NR carrier with wider than X PRBs
· FFS: X values
· FFS: Other time duration
· FFS: Relationship of a first PDSCH DMRS symbol with one or more symbols of a CORESET for slot-based scheduling
· FFS: restriction in the certain conditions

In this paper, we further discuss the relationships between these concepts.
2	Nested search space
For each search space, the LTE mechanism of defining a profile of aggregation levels to monitor should still apply. Performance wise, we expect the NR PDCCH to at least have the same coverage as the LTE PDCCH. Before making the decision on the DCI content for DL and UL grant, it is premature to decide the number of REGs per CCE. However, for the set of aggregation levels, it still make sense to use the LTE approach of keeping the set to be always power of 2, such as 1, 2, 4, and 8.
[bookmark: p4]Proposal 1. NR PDCCH at least has same coverage as LTE. The AL length is always in the form of . 
It is too early to decide on the number of search space candidates for each aggregation. However, we can discuss some design principles for search space design. 
When there is only one control OFDM symbols, or when there are 2 or 3 OFDM symbols with time first CCE to REG mapping, nested search space design has some complexity and implementation benefits. Figure 1 is an example where the search space contains 4 AL1, 4 AL2, 2 AL4, and 1 AL8 search space candidates. By “nesting” the decoding candidates over the CCEs, the UE receiver can reuse channel estimation, and LLR computation. In this example, the UE only needs to perform channel estimation and LLR computation for CCE 0 to 7.


[bookmark: _Ref477683835]Figure 1. Nested search space example

[bookmark: p2]Proposal 2: NR supports a nested search space design strives to overlap search space candidates of different aggregation levels of the same UE to allow maximum reuse of channel estimation and demodulation.
It is not yet decided if frequency first CCE to REG mapping is supported when there are more than one OFDM symbols. We believe the case has its value and should be supported, under the case that each OFDM symbol contains DMRS, i.e., the DMRS is not front loaded. When DMRS is front loaded, there is difficulty to efficiently use the CCEs in the second or later OFDM symbols. 
Under frequency first CCE to REG mapping with more than one OFDM symbols, the nested search space design principle can be generalized as follows:
· The search space is split into multiple approximately equal size sub-search spaces, one for each control OFDM symbol
· Each sub-search space is nested
An example is shown in Figure 2. In this example, in the search space, there are 8 AL1, 8 AL2, 4 AL4 and 2 AL8 search space candidates. The search space is equally split into two sub-search spaces with 4 AL1, 4 AL2, 2 AL4 and 1 AL8 each, with each sub-search spaced located in each control OFDM symbol. Note the set of search space candidates align in the two symbols, so the channel estimation can share.


[bookmark: _Ref473918105]Figure 2. Aligned sub-search space across OFDM symbols

The benefits of such design principle are as follows.
A set of search space candidates are completely located in the first control OFDM symbol so the blind decoding can be dispatched early, right after the first control OFDM is received.
The blind decoding loading is uniformly distributed over time by approximately uniform split of search space over OFDM symbols.
The sub-coreset level PDCCH resource reuse can be easily supported by indicating the starting symbol of PDSCH when the later OFDM symbols in the coreset is not used
The alignments of the sub-search space candidates are for convenience mostly. The CCE may not need to be mapped to the same physical RBs by choosing different interleavers.

[bookmark: p3]Proposal 3: Under frequency first CCE to REG mapping with more than one OFDM symbols., NR supports nested search space design with aligned sub-search space across different control OFDM symbols.
In some scenarios, it is possible that the control resource set is relatively narrow band and there are not enough CCEs in each OFDM symbol to carry the largest aggregation level candidate. In this case, it may be necessary to form large aggregation level search space candidate using CCEs across OFDM symbols. When we do this, we need to consider front loaded DMRS reuse and blocking avoidance. One way to achieve these design goals is to form the large aggregation level search space candidate across OFDM symbols by concatenating smaller aggregation level search space candidates aligned in frequency. This idea is demonstrated in Figure 3. In this example, the control resource set is only wide enough to hold an AL4 search space candidate. Then to generate a search space candidate for aggregation level 8, we will concatenate the two aligned AL4 search space candidates. 


[bookmark: _Ref473921439]Figure 3. Large AL handling when control resource set is small
[bookmark: p5]Proposal 4. When frequency first CCE to REG mapping with more than one OFDM symbols, only supports search space candidate across OFDM symbols when the control resource set does not have enough CCEs in one OFDM symbol. In which case, the search space candidate cross OFDM symbols can be formed by concatenating two lower aggregation level search space candidates aligned in frequency

3	Search space hashing
The nested search space can be conveniently represented by a tree structure. An example is shown in Figure 4. Note lower aggregation level nodes are combined to form a higher aggregation level node. A search space can be defined as a set of nodes on this tree.


[bookmark: _Ref485156044]Figure 4. Tree representation of a Coreset

The example in Figure 4 is for an example when there are  CCEs in a coreset. In general, the number of CCEs in a coreset may not be a nice  type number, though there may be tendency to allocate a relatively rounded number for the coreset size. To avoid irregularity of the tree structure, some wrap-around in CCE domain can be supported. In Figure 6, a corseset with 12 CCEs are shown. Here we allow CCE to wrap around (as shown in the figure that CCE0 to CCE3 appear again later in the CCE sequence). As a result, the second AL8 decoding candidate will share 4 CCEs (CCE0 to CCE3) with the first AL3 decoding candidate, and cannot be used at the same time. Though CCE wrap-around does not increase the dimension of coreset, it does help to reduce the complexity of hashing algorithm.


[bookmark: _Ref485239313]Figure 5. Tree representation of a Coreset with CCE wrap-around

A natural question is, this CCE nesting tree is common for all UEs for different for each UE. Note that for LTE, the CCE to PDCCH mapping for different UEs are different. Our preference is to have the same PDCCH to CCE mapping for all UEs configured to monitor the coreset.
[bookmark: p6]Proposal 5. A common CCE to PDCCH mapping for all UEs configured to monitor a coreset
Other than being simple, one benefit of the common CCE to PDCCH mapping is to avoid/reduce partial overlapping of PDCCH of different UEs, i.e., two PDCCHs belong to two different UEs have some, but not all, CCEs in common. 
Another benefit of common CCE to PDCCH mapping is to support sub-coreset level PDCCH resource reuse with smaller overhead. Under common CCE to PDCCH mapping across all UEs, it is possible to include in the unicast DCI a configurable number of bits to indicate the availability of CCEs. Use Figure 4 as example. The DL grant DCI can be configured to contain 2 reuse indication bits, each corresponds to one of the AL8 nodes. When one reuse indication bit is set to “1”, it implies the PDSCH can reuse all the CCEs correspond to that AL8 node. Different granularity of CCE reuse can be supported by defining the indication bits correspond to nodes on different levels of the tree. For example, if we are willing to spend 4 bits, the 4 bits can point to 4 AL4 nodes in the tree, thus achieving AL4 level CCE reuse.
Given a CCE to PDCCH mapping, a search space is defined as a collection of nodes in the CCE tree. For different UE, we will need to define a hashing algorithm to randomly selects nodes in the tree, while satisfying the given search space profile. However, in order to reduce the computation complexity for channel estimation and demodulation, we prefer to have a “nested search space” structure. Then the hashing algorithm needs to be both random, and as “nested” as possible. An example with a search space with profile (4,4,2,1) is shown in Figure 5. 


[bookmark: _Ref485159977]Figure 5. Example search space (4,4,2,1) from hashing
A few high level principles for define the search space hashing rule can be as follows:
A random number generator is used with random seed a function of UE ID, time, etc
For each node in the CCE tree, a random number is generated, either “0” or “1”. The random number controls how to split the search space to the left branch or the right branch
It is preferred to split the search space “un-evenly”, i.e., try to use more nodes on one side of the sub-tree. In this way, it is easier to form the “nested” structure

[bookmark: p7]Proposal 6. A search space is defined by a hashing algorithm on the CCE tree

4	Conclusions 
For control resource set and search space design, we have the following proposals:
Proposal 1. NR PDCCH at least has same coverage as LTE. The AL length is always in the form of . 
Proposal 2: NR supports a nested search space design strives to overlap search space candidates of different aggregation levels of the same UE to allow maximum reuse of channel estimation and demodulation.
Proposal 3: Under frequency first CCE to REG mapping with more than one OFDM symbols., NR supports nested search space design with aligned sub-search space across different control OFDM symbols.
Proposal 4. When frequency first CCE to REG mapping with more than one OFDM symbols, only supports search space candidate across OFDM symbols when the control resource set does not have enough CCEs in one OFDM symbol. In which case, the search space candidate cross OFDM symbols can be formed by concatenating two lower aggregation level search space candidates aligned in frequency
Proposal 5. A common CCE to PDCCH mapping for all UEs configured to monitor a coreset
Proposal 6. A search space is defined by a hashing algorithm on the CCE tree
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