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1. Overview
In RAN1 #89 Hangzhou meeting [1], there agreed the following framework for Polar code rate matching:
	Agreement:
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS



The principle of the above is to confine the Polar mother code size and optimize the performance by switching between puncturing and shortening schemes. We noticed that the principle has been realized by the unified design in [2]. By further matching to the agreement, the following will be provided in this contribution:
1. Specification and optimization of framework parameters with the rate-matching design in [2]
2. Comparison to verify the superior performance of the above optimized design 
With the best performance and efficient implementation, we therefore suggest the proposed unified rate-matching design with the optimized framework parameters to be adopted for NR Polar coding. 


2. The Unified Rate-Matching Design and Parameter Optimization
1 
2 
In [2], a unified rate matching design based on circular buffer concept is proposed and optimized. The design is illustrated in Fig. 1, and the term “unified” is to reflect only a common middle-interlacing required over encoder output to realize repetition, puncturing and shortening schemes. The three schemes then only differ in their access start and end to the circular buffer. In particular, the following advantages can be realized with the unified design:
Observation 1: The unified rate-matching design with simple middle-interlacing in [2] brings benefits of
· High parallelism implementation for rate-matching processing in both encoder and decoder 
· Superior performance by properly switching repetition, puncturing and shortening schemes
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Fig. 1: The unified rate-matching design with simple middle-interlacing over encoder output

Mapping to the agreed rate-matching framework, the following specification is then suggested:
	· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2 if M < β* NDM /2 and K/M < Rrepthr, where
· β takes (1 + 1/16) for NDM <= 256 and (1 + 1/8) for NDM > 256. Rrepthr = 9 / 16
· Otherwise, NDM         
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin = 1/8 is the supported minimum coding rate 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N 
· Puncturing if K/M <= 1/2 and K/N <= 5/16; otherwise, shortening
· Circular buffer rate-matching with middle-interlacing over encoder output is adopted


 To check the performance over different codeblock sizes and different code rates, simulations are conducted according to the following setting:
Table 1: Simulation setting for the performance of the unified rate-matching design
	Coding scheme
	Baseline CRC-aided Polar Code

	Nmax
	512

	(Info + CRC) bit length (K)
	[16:4:120] info bit length + 19 CRC bit length

	Code rate (K/M)
	2/3, 1/2, 2/5, 1/3, 1/4, 1/6, 1/8, 1/12

	Rate-matching schemes
	· Circular buffer rate-matching with middle-interlacing
· Parameters optimized for the agreed framework

	Channel type
	QPSK with AWGN

	Decoding scheme
	CRC-aided SCL list-8



The granularity performance is shown in Fig. 2, and one can readily check:

Observation 2: The unified rate-matching design with optimized parameters can provide very smooth performance for a given code rate value of K/M despite of the switching in mother code size N and the underlying rate-matching schemes. 
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Fig. 2: Granularity performance of the proposed rate matching design and parameter specification

In the parameter specification, Rmin is set to 1/8, and one can refer to Appendix for the examination.


3. Performance Comparison
In this Section, performance comparisons are conducted with other rate-matching designs. In Figs 3 and 4, we first compare with Bit-Reversal Shortening scheme [3] that can provide universally good performance. The curves with code rates 2/3 to 1/4 are compared in Fig. 3 with K value up to 139 bits, i.e., 120 info bits + 19 CRC bits. For code rates 1/6 to 1/12, K value is up to 83 bits, i.e., 64 info bits + 19 CRC bits for excluding the irrelevant comparison on repetition with M > Nmax = 512. From the figures, we can have

Observation 3: The proposed rate-matching design can provide lower SNR requirement and less SNR variation than Bit-Reversal Shortening scheme.
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Fig. 3: Bit-Reversal Shortening vs. the unified rate-matching design for code rates >= 1/4
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Fig. 4: Bit-Reversal Shortening vs. the unified rate-matching design for code rates < 1/4

In [4], there contains a circular buffer scheme without middle-interlacing. The design is called block rate-matching or natural type-I/II puncturing [5]. However, according to the comprehensive performance comparisons in [5], its performance can break down with deep puncturing. In Fig. 5, we further compare the performance of all block rate matching schemes. It can be observed, even with the optimal switching design, the performance is still inferior to the unfired design with middle-interlacing. This thus gives:

Observation 4: The block rate-matching schemes in [4], even with the optimal switching design, still perform inferior to the unified design with middle-interlacing.
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Fig. 5: Comparions of all block rate-matching schemes with the unified rate-matching design

By the above comparisons, we can finally conclude with

Proposal 1: The unified rate-matching design with middle-interlacing is adopted for NR Polar coding to realize both performance and implementation advantages.


4. Summary
In this contribution, the unified rate-matching design with middle-interlacing is optimized w.r.t. the agreed Polar rate-matching framework. In particular, we have 

Observation 1: The unified rate-matching design with simple middle-interlacing in [2] brings benefits of
· High parallelism implementation for rate-matching processing in both encoder and decoder 
· Superior performance by properly switching repetition, puncturing and shortening schemes

Observation 2: The unified rate-matching design with optimized parameters can provide very smooth performance for a given code rate value of K/M despite of the switching in mother code size N and the underlying rate-matching schemes.

Observation 3: The proposed rate-matching design can provide lower SNR requirement and less SNR variation than Bit-Reversal Shortening scheme.
Observation 4: The block rate-matching schemes in [4], even with the optimal switching design, still perform inferior to the unified design with middle-interlacing.

Proposal 1: The unified rate-matching design with middle-interlacing is adopted for NR Polar coding to realize both performance and implementation advantages.
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Appendix: Rmin Determination 
	According to [1], Rmin >= 1/12 is the supported minimum coding rate that will pose a bound on Polar mother code size, i.e., NR corresponding the smallest power of 2 that is no smaller than K/Rmin. In Fig. 6, we first compare Rmin = 1/8 and Rmin = 1/12 over the worst case setting where target code rate is 1/12 while Rmin = 1/8 will lead to a smaller Polar mother code. As can be checked in the figure, the performance loss is confined, and Rmin = 1/8 can be considered.


[image: ]

Fig. 6: Performance with Rmin = 1/8 vs. that with Rmin = 1/12 for code rate 1/12

In Fig.7, we further compare Rmin = 1/6 and Rmin = 1/12 over the worst case setting, where Rmin = 1/6 leads to a smaller Polar mother code size. The performance loss is around 0.25 to 0.35 for BLER 1e-2 and 1e-3, respectively. In this regard, we decide Rmin = 1/8 for the best balance between the reduced Polar code size and the SNR loss.
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Fig. 7: Performance with Rmin = 1/6 vs. that with Rmin = 1/12 for code rate 1/12
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