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1. Introduction
In last RAN-1 #89 meeting, there are some agreements on polar code construction as below: 
	
Agreement: 
· For DL: 
· J’ = 3 or 6, to be downselected at June adhoc
· J’’ = 0
· At least some of the J + J’ bits are appended
· FFS until June adhoc:
· how the J + J’ bits are obtained 
· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)
· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination 




Following the agreement, code construction schemes with assistance bits for performance improvement and early termination have been proposed in the email discussion [89-27]. Proposed schemes in [89-27] are summarised in Table 1. For design of assistance bits for early termination, several code construction schemes including distributed CRC, distributed simple parity-check, and separate multiple CRCs are proposed. On the other hand, design of assistance bits for BLER improvement are classified into two major schemes – a pure CRC-aided method and a joint PC-and-CRC-aided method. In this contribution, we focus on these BLER improvement schemes and compare them.
Table 1  Proposed code construction schemes in email discussion [89-27]
	Design of assistance bits for updating path metrics
	Design of assistance bits for early termination

	CA-polar code
PC-CA polar codes
	Distributed CRC and variants
Distributed simple parity-check (D-SPC)
Two separate CRCs
Simple distributed-CRC (crop)
Hash and CRC
Split-CRC




2. Code Construction with Assistance Bits
First, we define following basic notations for polar codes in this contribution.
[bookmark: OLE_LINK10][bookmark: OLE_LINK1]- : number of information bits excluding CRC bits
- : desired code rates (CRC bits are classified as parity bits)
- : number of codeword bits ()
- : mother polar code size
- : list size of successive-cancellation list (SCL) decoder 
- : number of essential assistance CRC bits
- : total number of additional assistance bits 
- : number of additional assistance CRC bits for BLER improvement
- : number of additional assistance PC-frozen bits for BLER improvement
In RAN-1 #89 meeting, we consider two possible options with respect to the number of additional assistance bits,  and . In CA-polar codes,  additional CRC bits are used, and no more assistance bits are considered, i.e., . The additional CRC bits are exploited to choose a right codeword path after SC-list decoding, thereby improving the BLER performance and maintaining FAR. On the other hand, in PC-CA polar code construction, a set of  assistance bits is divided into two subsets: a set of  additional CRC bits and a set of  PC-frozen bits. The PC-frozen bits are used to update path metrics and to prune wrong paths in the middle of SC-list decoding. The PC-frozen bits are allocated to reliable subchannels, so 3 information bits must be allocated to less reliable subchannels compared to CA-polar codes. 
Fig. 1 describes subchannel allocations for CA-polar codes and PC-CA polar codes. First, some subchannels are forced to be frozen (shortened or incapable) by considering punctured coded bit positions for both CA and PC-CA polar codes. In the construction of CA-polar codes,  bits are just allocated to  the most reliable subchannels. On the other hand, PC-CA polar code construction requires several steps to determine the locations of PC-frozen bits. In the updated construction [1] for email discussion [89-27], two or three PC-frozen bits are located to the least reliable subchannels among  good subchannels. At most one PC-frozen bit is mapped to the reliable subchannel with the minimum row weight.
[image: ]
Figure 1  Subchannel allocation for CA-polar and PC-DCA polar codes


The code construction of CA-polar and PC-CA polar code are summarized in tables below.
	
CA-polar code construction
1) Choose  subchannels according to a given code sequence for info bits and CRC bits 




	
PC-CA polar code construction
1) Choose  subchannels according to a given code sequence for information bits, CRC bits, and PC-frozen bits
2) Obtain the minimum row weight  of  subchannels in a generator matrix of length 
(row weight calculation and sorting of them should be carried out in advance)
3) Scan  subchannels in a descending order of reliability and choose  subchannels with the minimum row weight  for PC-frozen bits, where  if  and  otherwise
4) Scan remaining  subchannels in an ascending order of reliability and choose  subchannels for PC-frozen bits
5) Allocate the remaining  subchannels to information bits and CRC bits



	Observation 1: PC-CA polar code construction requires more steps including row weight analysis and sorting compared to CA-polar code construction. These additional operations are not unnecessary for CA-polar code construction regardless of how efficiently they are implemented. 
In addition, once locations of PC-frozen bits are determined, then values of PC-frozen bits are calculated by a shift register of prime length. PC-CA polar encoder and decoder should include the shift register and memory to calculate the PC-frozen bits. 
Observation 2: PC-CA polar encoder and decoder require shift registers and memory, which are not necessary components for CA-polar encoder and decoders.




3. Performance Evaluation
[bookmark: OLE_LINK18]In this section, CA. Table 1 describes details about our performance evaluations. As agreed in NR ad-hoc #1 meeting, SCL decoding with  is considered as the baseline. Both CA-polar codes and PC-CA polar codes are constructed based on the same PW sequences [2] for fair comparison. We only consider  to eliminate the impact from the rate-matching. In addition, we just consider appended CRC codes for both CA and PC-CA polar codes in our experiment. Distributed CRC or multiple-CRCs can be included in the code constructions, but these CRC distribution schemes only affect false alarm rate and early termination not error-correcting performance. Thus, in our experiments, normal CRC polynomials 0x2D0B5 and 0x385 are used for DCI and UCI, respectively.
Table 1. Evaluation Environments
	
	CA-Polar Codes
	PC-CA-Polar Codes

	Code construction
	[bookmark: OLE_LINK2]PW sequence in [2]
	PW sequence
& PC-frozen bit generation rule [2]

	Decoding algorithm
	CRC-aided SCL decoding
	PC-&-CRC-aided SCL decoding

	CRC bits 
	19 (16+3) for DCI and 11 (8+3) for UCI

	PC-frozen bits 
	0
	3 

	List size 
	8

	Info. bits 
	8:8:488 for DCI and 8:8:1008 for UCI

	Codeword bits 
	{64, 128, 256, 512} for DCI and {64, 128, 256, 512, 1024} for UCI


[bookmark: _GoBack]Fig. 2 and Fig. 3 show the performance comparison of CA-polar codes and PC-CA polar codes for DCI and UCI, respectively. CA and PC-CA achieve almost the same performance when  since both schemes employ the same operation of CRC-aided decoding. It seems that 3 PC-frozen bits does not provide any coding gain although PC-CA polar codes require additional hardware burden, such as additional complexity, latency, and memory. Therefore, there is no reason to consider PC-CA polar codes for NR control channels in terms of any aspects including performance and implementation. 
[bookmark: OLE_LINK9][image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\req_snr_DL_L8.png]
Figure 2  Performance comparison of CA-polar codes PC-CA polar codes for DCI

[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\req_snr_DL_L8.png]
Figure 3  Performance comparison of CA-polar codes PC-CA polar codes for UCI
Observation 3: CA-polar codes and PC-CA polar codes achieve comparable performance. No additional coding gain is achieved by PC-frozen bits.
Proposal 1: NR control channel should adopt polar codes with  additional assistance bits. 

4. Conclusions
In this contribution, we had observed followings:
Observation 1: PC-CA polar code construction requires more steps including row weight analysis and sorting compared to CA-polar code construction. These additional operations are not unnecessary for CA-polar code construction regardless of how efficiently they are implemented.  
Observation 2: PC-CA polar encoder and decoder require shift registers and memory, which are not necessary components for CA-polar encoder and decoders.
Observation 3: CA-polar codes and PC-CA polar codes achieve comparable performance. 
Based the technical observation, we have following proposal.
Proposal 1: NR control channel should adopt polar codes with  additional assistance bits. 
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