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1.  Introduction
In RAN1 89 meeting, the following points were agreed upon regarding sequence design and rate-matching of polar codes.
	Agreement:  [1]
· Working assumption (1) that a single fixed sequence is provided for information and frozen bit selection for each mother code size 
· FFS until June adhoc whether an additional fixed sequence per mother code size is beneficial for:
· 16QAM vs other modulations
· UL vs DL
· FFS until June adhoc the impact of channel interleaving on the possible need for multiple sequences
· A set of fixed sequences for different mother code sizes are derived from a single sequence for a single reference mother code size 
· The single reference mother code size is either: 
· the largest mother code size, max(Nmax,UCI, 512), or
· 64
· To be decided in June adhoc 
· If the working assumption (1) above is modified such that there is more than one sequence for the largest mother code size, additional set(s) of sequences may be derived for the other mother code sizes. 
· When selecting the sequences, take into account at least the known CCE sizes and if possible typical payloads 

After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS



Notations:
N 		Mother codelength
M		Actually transmitted codelength post rate-matching, 
K		Number of information bits
R		Coding rate  

Sequence design in polar codes refers to ordering the N indices according to their reliability values and thereby selecting the frozen set and non-frozen sets. Sequence design is very intimately related to the channel condition as the reliability order of indices changes with change in channel condition. Not limited to channel SNR, reliability ordering of indices also usually change if rate-matching is considered. In [2], it was shown that the use of bit-reversal shortening based rate-matching scheme can obviate the need of multiple sequences corresponding to each value of M. Sequence design can be done using a number of candidate schemes including but not limited to (1) Density Evolution with Gaussian Approximation (DE-GA), (2) Bit-Error Rate (BER), (3) Polarization Weight (PW) etc. Most of these methods excepting PW method use the channel condition (SNR) to design the sequence. In a simple implementation of the polar code encoder, one may store one or more pre-computed sequence in the memory so as to avoid the latency involved with real-time generation of the sequence. However, if rate-matching is used, new sequences might become necessary. This document illustrates a simple method for sequence design in rate-matched polar codes. 

2. Impact of rate-matching on sequence 
Rate matching is required for polar codes to be able to generate rate and length adaptable codes. Polar codes which are typically power of 2 can thus be made into arbitrary lengths and rates. However, most rate-matching affects the reliability ordering of indices; thus making it necessary to generate a sequence after rate-matching or storing multiple sequences specific to each rate-matching scheme and rate-matched length. 
The candidate rate-matching schemes that have been under consideration in the contributions at recent RAN1 meetings constitute block puncturing, block shortening, bit-reversal shortening and repetitions of various kind including but not limited to natural order, reverse order, bit-reversal order, pseudo-random order etc. We restrict our discussion to puncturing and shortening in this contribution. Also, non-bit-reversal polar codes are considered throughout this document as agreed in RAN1 NR ad-hoc Jan 2017 [3]. In the following subsections, we discuss some exemplary rate-matching schemes and their impact on the reliability-ordered sequence. The following simulation parameters were used in the empirical study. 
In the following subsections, we specifically show the simulation results with and without sequence redesign for rate-matched polar codes. For clarity, the term ‘sequence redesign’ is explicitly explained as follows. 
Sequence redesign: The term ‘sequence redesign’ is used throughout this document to refer to reordering of indices according to reliability (specifically, Bhattacharyya parameter in our case) for a particular rate-matching scheme. As discussed before, the reliability values of the indices change considerably if rate-matching is considered. The following simulation results show the BLER curves with and without sequence redesign for different K and R, for each candidate rate-matching scheme. ‘Without (w/o) redesign’ in the plots refer to the case when the original reliability-ordered sequence (as generated in conventional case, without any knowledge of rate-matching) is used even for constructing rate-matched polar codes. 
Table 1. Simulation parameters
	Sequence design method
	Density evolution with Gaussian approximation

	Code construction
	CA-Polar with 16 bit CRC (appended)

	List size (L)
	8

	Information length (K in bits)
	80, 200

	Coding rate (R)
	1/6, 1/3, 1/2


2.1 Block puncturing
Block puncturing refers to a puncturing scheme where N-M consecutive bits are punctured from the codeword before transmission. In QUP [4], these N-M bits are chosen to be the first N-M bits of the codeword. It has been discussed in [4] that such a scheme of puncturing can potentially achieve higher minimum distance in the resulting code. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the codebits at indices {0,1,2,3,4} are punctured. The punctured codebits are unknown to the decoder; before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to zero.
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Fig.1(a)   BLER vs SNR (dB) of block puncturing with and without sequence redesign
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Fig.1(b)   BLER vs SNR (dB) of block puncturing with and without sequence redesign

Fig. 1(a) and (b) show results of block puncturing scheme with and without sequence redesign. CA-polar with list size 8 is used in the simulations. As evident from the results, there is significant performance degradation if the original sequence (designed without any rate-matching consideration) is used for constructing block punctured polar codes.  
Observation 1: The BLER performance of QUP puncturing scheme degrades if sequence re-designing is not performed at K=80 and 200.

2.2 Block shortening
Block shortening refers to a shortening scheme where the last N-M indices are set to be frozen before encoding; the last N-M indices of the codeword are punctured before transmission. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the indices {11,12,13,14,15} are set frozen and the codebits at indices {11,12,13,14,15} are punctured. Setting the indices {11,12,13,14,15} to frozen bit renders the codebits at indices {11,12,13,14,15} to become 0; thus these bits are known to the decoder in advance. Before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to infinity. 
Fig. 2(a) and (b) show results of block shortening scheme with and without sequence redesign. CA-polar with list size 8 is used in the simulations. Results show that there is performance degradation in the case of K=200 if the original sequence (designed without any rate-matching consideration) is used for constructing block shortened polar codes.
Observation 2:  BLER performance degradation is observed at K=200 in block shortened polar code if sequence re-designing is not performed.
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Fig.2(a)   BLER vs SNR (dB) of block shortening with and without sequence redesign
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Fig.2(b)   BLER vs SNR (dB) of block shortening with and without sequence redesign
2.3 Bit-reversal shortening
Bit-reversal shortening refers to a shortening scheme where the bit-reversal of the last N-M consecutive bits of the codeword are punctured before transmission; the bit-reversal of the last N-M indices are set to be frozen bit before encoding. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} are set frozen and the codebits at indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} are punctured. Setting the indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} to frozen renders the codebits at indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} to become 0; thus these bits are known to the decoder in advance. Before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to infinity (very large value). 
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Fig.3(b)   BLER vs SNR (dB) of bit-reversal shortening with and without sequence redesign
Fig. 3(a) and (b) show results of bit-reversal shortening scheme with and without sequence redesign. CA-polar with list size 8 is used in the simulations. Results show that there is negligible performance degradation if the original sequence (designed without any rate-matching consideration) is used for constructing bit-reversed shortened polar codes.
Observation 3: The BLER performance of bit-reversal shortening scheme remains almost unaffected to sequence redesign at K=80 and 200.
Observation 4: A reliability-ordered sequence generated without any rate-matching consideration can be used with bit-reversal shortening. 
3. Implementation complexity
Sequence design with rate-matching consideration can be done using DE-GA method. For instance, to design a reliability ordered sequence according for puncturing, the inputs to the DE-GA block at the positions corresponding to the punctured codebits can be set to 0, while the remaining inputs can be set to LLR of channel output as usual. Similarly, for shortening case, the inputs to the DE-GA block at the positions corresponding to the non-transmitted codebits can be set to very high value, while the remaining inputs can be set to LLR of channel output as usual. Note that, such sequence designing methods are very specific to the rate-matching scheme (puncturing or shortening etc.), pattern (block, bit-reversal etc.) and number of non-transmitted bits (N-M).
If multiple rate-matching schemes are used for each coding rate range, then sequences have to be designed according to the specific rate-matching scheme. On the contrary, as shown in the previous section, if a bit-reversal shortening based rate-matching scheme is employed then the original sequence can be used without requiring to generate a new sequence each time which significantly reduces the implementation complexity.  
Observation 5: Bit-reversal shortening based rate-matching can reduce implementation complexity. 
Proposal 1: DE-GA based sequence design with bit-reversal shortening should be chosen as the baseline scheme for control channel since it does not require sequence redesign. 
3. Conclusion
Puncturing or shortening in polar codes renders alteration in reliability values of all indices which requires re-ordering of the indices to be able to select frozen set and non-frozen set. It is observed that with exception to bit-reversal shortening scheme, other candidate rate-matching schemes like block puncturing (QUP) and block shortening schemes have non-negligible performance degradation in BLER if sequence re-design is not performed. Bit-reversal shortening, on the other hand, remains almost unaffected by sequence re-design. This is an extremely important merit of bit-reversal shortening scheme as re-ordering of indices based on modified reliabilities is computationally expensive. It is thus proposed that bit-reversal shortening be adopted as the baseline rate-matching scheme for polar codes in control channel.       
Observation 1: The BLER performance of QUP puncturing scheme degrades if sequence re-designing is not performed at K=80 and 200; the degradation is more pronounced when K=200.
Observation 2:  BLER performance degradation is observed at K=200 in block shortened polar code if sequence re-designing is not performed.
Observation 3: The BLER performance of bit-reversal shortening scheme remains almost unaffected to sequence redesign at K=80 and 200.
Observation 4: A reliability-ordered sequence generated without any rate-matching consideration can be used with bit-reversal shortening. 
Observation 5: Bit-reversal shortening based rate-matching can reduce implementation complexity. 
Proposal 1: DE-GA based sequence design with bit-reversal shortening should be chosen as the baseline scheme for control channel since it does not require sequence redesign.
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