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Introduction
At RAN1#89 the following was concluded:
	Agreement: 
· For DL: 
· J’ = 3 or 6, to be downselected at June adhoc
· J’’ = 0
· At least some of the J + J’ bits are appended
· FFS until June adhoc:
· how the J + J’ bits are obtained 
· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)
· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination



In this contribution, we present evaluation results for early termination of the DCI blind decoding operations.

Methodology for Estimating Effectiveness of Early Termination

The frozen bits before the first information bits can be processed with lower complexity than later frozen bits. The figure below shows an example of F and G functions that do not need to be evaluated because the of the position of the first information bit. Depending on decoder implementation this might lead to a computational saving or not. On the other hand, the decoding complexity and latency for the frozen bits before the first info bit is not zero, since work still needs to be done for calculating the LLRs for the first information bit. Those calculations would typically be calculated as part of the earlier frozen bits.
[image: cid:image001.jpg@01D2D8B8.017591B0]
Figure 1. Illustration on the F and G functions that can be skipped for the frozen bits before the 1st info bit.

For frozen bits after the first information bits, the F and G functions cannot be skipped since the path metric LLR for each candidate path needs to be calculated. 
In the table below we have listed the number of saved F and G functions for the different use cases we have used in this contribution. Note that some additional F functions can be saved with careful analysis, they are however minor and very specific to the set of parameters chosen, hence they are ignored in the following calculation.
The total number of F and G functions is N/2*log2(N)*L. Now in practice we do not have to apply the F and G functions to all lists since the number of lists only start to grow in the decoder when the first information bit has been reached. So we assume a factor of four for the case where L=8.
That means that the average number of F and G functions evaluated per bit is ~2*log2(N). Using this average number of F and G functions per bit we convert the saved F and G functions to an equivalent number of frozen bits.

	Case
	F/G functions
	Time units for decoder processing when stopping after full decode

	K
	M
	N
	Rate matching
	First info bit
	Saved F/G
	Equivalent frozen bits saved
	Normal
	Considering initial frozen bits

	20
	96
	128
	puncturing
	48
	97
	6.9
	167
	160

	20
	192
	256
	puncturing
	126
	320
	20
	295
	275

	20
	384
	512
	puncturing
	256
	769
	42.7
	551
	508

	20
	768
	512
	repetition
	256
	769
	42.7
	551
	508

	60
	96
	128
	puncturing
	40
	85
	6.1
	207
	201

	60
	192
	256
	puncturing
	96
	241
	15.1
	335
	320

	60
	384
	512
	puncturing
	240
	737
	40.9
	591
	550

	60
	768
	512
	repetition
	240
	737
	40.9
	591
	550



The number of frozen bits saved are then compared to the normal processing time assuming the 2:1 relative processing time for information bits and frozen bits.
As can be seen from the table, the savings are at most a few percent, and that assumes that the implementation is such that the decoder can benefit from the reduced work.

Observation 1 Accounting for the F and G function savings of the frozen bits before the 1st info bit does not significantly affect the processing time estimation.

Code Construction Evaluated
We use the distributed CRC schemes from [1], recursive and non-recursive D-CRC, with the specific selection of distributed CRC locations set to:
· For J’=3 the distributed CRC are inserted after 10%, 20% and 40% of the information bits
· For J’=6 the distributed CRC are inserted after 10%, 20%, 30%, 40%, 50% and 60% of the information bits
The CRC remainder bits used as source for insertion of the distributed CRC bits are taken from the intermediate values of the shift register. There are three different cases:
· For J’=3 non-recursive case the bits extracted are bit 5, 5 and 7. Bit 0 is the least significant bit of the register.
· For J’=3 recursive case the bits extracted are bit 5, 5 and 6.
· For J’=6 both recursive and non-recursive cases the bits extracted are bit 5, 6, 7, 8, 9 and 10.
In the SCL decoder the distributed CRC bits are treated as normal information bits in terms of LLR update and sorting of candidate paths. The difference is, at each of the distributed CRC bits, an additional step is performed to see if there are candidate paths that satisfy the CRC checks. When there are no surviving candidate paths that fulfil the CRC check the decoding is terminated. All distributed CRC bits are used to continuously check if there is no surviving list that fulfil the CRC checks.  However, the distributed CRC bits are not use to trim the surviving list and thus do not affect the SCL decoding process unless it is detected that no surviving candidate path passes any of the distributed CRC bits.
To judge the processing time reduction of the early termination scheme a simple model of the decoder processing time is used. We assume each bit processed contribute with a decoding time unit in the relation 2:1 for information bits relative to frozen bits. The additional time spent for information bits is due to list sorting and selection in addition to the LLR calculations that are also done for frozen bits. It should be noted that a 1:1 to relationship has also been tested but it gives less favourable reductions of decoding time.
Note that the need of early termination only exists for DCI, where UE performs numerous blind decoding when attempting to detect a DCI. For UCI, there is no blind decoding, and therefore no need of early termination. Unless a substantial benefit is found in reducing the blind decoding effort on the downlink, a unified Polar code construction is more desirable.
[bookmark: _Ref178064866]Simulation setup
Two different information block sizes have been tested using DCI simulation assumption: 
· 20 bits + 16 bits CRC and 
· 60 bits + 16 bits CRC.
Four different transmitted code sizes have been tested: 96, 192, 384 and 768 bits. These code sizes correspond to 1, 2, 4, 8 aggregation levels. As agreed for NR PDCCH, one CCE is composed of 6 REGs, and one REG is composed of 12 REs in an OFDM symbol. Further, although it is not decided yet, in this study it was assumed that DMRS poses 1/3 overhead (4 RE for one REG), leaving 8 REs available for carrying QPSK symbols of PDCCH in a REG. 
For 768 transmitted bits simple repetition “Natural – Puncturing” with mother code block size of 512 bits has been used. For the other block sizes “Split-natural – Puncturing” puncturing have been simulated [4].
· “Natural – Puncturing”:
· Repeat code bits with indices , i.e. the first ) bit positions.
· “Split-natural – Puncturing”: 
· Puncture the first bits naturally from bit index 0, and additional bits if needed are punctured alternately from  and , as described in [3][4].  

The information bit ordering sequence (or equivalently, frozen bit sequence) is based on the design in [2].
Effectiveness of Early Termination
[bookmark: _Ref462125875]The evaluation of the early termination focus on the scenario where a UE attempts blind decoding on data not intended for it. Therefore the decoder input is modelled as random QPSK symbols with AWGN. The simulations estimate the decoder processing time when early termination is enabled via 3 or 6 distributed CRC bits, with respect to decoding with no early termination.
The relative decoder processing time is shown in Figure 1 – Figure 2 for K=20 and K=60 respectively. SCL with list size L=8 is used. Histogram of early termination and data are shown in Appendix I and Appendix II, respectively.  The BLER, FAR, and undetected error probability performance of the codes are shown in the companion contribution [5]. 
The simulation results show that:
· Distributing 6 bits instead of 3 bits can provide a significant reduction of decoder processing time.
· Only the high code rate cases provide any meaningful reduction of decoding processing time. Up to 28% for code rate R=2/3.
· Low code rate (e.g., R<1/3) cases benefit little from early termination.

Observation 2 Overall, decoder processing time is not reduced significantly by any of the distributed CRC schemes tested.
Observation 3 Decoder processing time reduction can be substantial only when the code rate is high (e.g., R=2/3).
Observation 4 Decoder processing time reduction is negligible when the code rate is low (e.g., R<1/3).
Observation 5 Decoder processing time reduction is negligible when the decoder complexity is high (i.e., large list size), while the reduction is not needed when decoder complexity is already low (i.e., small list size).

Since the early termination gain is relatively modest for most of the practical cases, we propose not to complicate the simple CA-Polar scheme with an early termination scheme. Not even an early termination scheme with as low complexity as the distributed CRC scheme. As noted in several contributions, if one does wish to enable early termination of the Polar decoding, there are numerous implementation based methods, such as path metric based methods, and SC+SCL methods. None of the implementation based methods require a modification of the Polar code construction. 

1. For DCI and UCI, do not modify the Polar code construction to support early termination.
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Figure 1. Relative processing time using early termination for K=20 CA-Polar and Distributed CRC.

[image: ]Figure 2. Relative processing time using early termination for K=60 CA-Polar and Distributed CRC.
Conclusions
In this contribution we made the following observations:
Observation 1 Accounting for the F and G function savings of the frozen bits before the 1st info bit does not significantly affect the processing time estimation.
Observation 2 Overall, decoder processing time is not reduced significantly by any of the distributed CRC schemes tested.
Observation 3 Decoder processing time reduction can be substantial only when the code rate is high (e.g., R=2/3).
Observation 4 Decoder processing time reduction is negligible when the code rate is low (e.g., R<1/3).
Observation 5 Decoder processing time reduction is negligible when the decoder complexity is high (i.e., large list size), while the reduction is not needed when decoder complexity is already low (i.e., small list size).

Based on the discussion in this contribution we propose the following:

1. [bookmark: _GoBack]For DCI and UCI, do not modify the Polar code construction to support early termination.

[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref480553453][bookmark: _Ref485396081][bookmark: _Ref478138618]R1-1710490, “CRC-based Polar Code Construction”, Ericsson, Qingdao, P.R. China 27th – 30th June 2017.
[bookmark: _Ref477861233][bookmark: _Ref478166973]R1-1611254, “Details of the Polar code design”, Huawei, HiSilicon, Reno, USA, November 10th – 14th, 2016.
[bookmark: _Ref473797102][bookmark: _Ref478166446]R1-167533, “Examination of NR Coding Candidate for Low-Rate Applications”, MediaTek, Gothenburg, Sweden, August 22nd-26th, 2016.
R1-1707076,	“Performance Comparison of Rate Matching Schemes for Polar Codes”, Ericsson.  3GPP TSG RAN WG1 Meeting #89, Hangzhou, P.R. China 15th – 19th May 2017.
R1-1710490, “CRC-based Polar Code Construction,” Ericsson.
Appendix I: Selected histograms
Histograms for K=60 and M=96, overview and zoomed version.
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Histograms for K=20 and M=96, overview and zoomed version.
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Histograms for K=60 and M=384, overview and zoomed version.
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Appendix II: Histogram data
"K20 M96 C16 dist3 end16 non-recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,7.59888e-5,0.00104709,0.0337629,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0158069,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0211092,0.0,0.0,0.0472976,0.0110447,0.113831,0.00203241,0.000879517,0.0,0.0,0.0,0.0,0.0,0.0,0.0412013,0.0210013,0.000750366,0.0,0.0201101,0.00812076,3.18909e-5,0.00330045,0.0,0.0,0.0,0.0,0.0137023,0.00439026,3.08228e-6,0.00166769,6.10352e-8,0.0,0.0,0.000656616,0.0,0.0,0.0,0.0,0.0,0.0,0.638177]

"K20 M96 C16 dist3 end16 recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,8.67439e-5,0.00105684,0.0337473,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0157177,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0211192,0.0,0.0,0.047137,0.0109981,0.115059,0.00197916,0.00086814,0.0,0.0,0.0,0.0,0.0,0.0,0.0410581,0.0209863,0.000744425,0.0,0.02021,0.00811583,2.96804e-5,0.00331266,0.0,0.0,0.0,0.0,0.0137286,0.00431953,5.34674e-6,0.00169955,1.53102e-7,2.54313e-8,0.0,0.000669069,0.0,0.0,0.0,0.0,0.0,0.0,0.637351]

"K20 M96 C16 dist6 end13 non-recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,7.51038e-5,0.00103729,0.0338161,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0158069,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0210786,0.0,0.0,0.110964,0.010671,0.0334454,0.11396,0.000730408,0.0,0.0,0.0,0.0,0.0,0.0,0.109051,0.0201976,0.000698212,0.0,0.0914051,0.00707599,2.27661e-5,0.00268842,0.0,0.0,0.0,0.0,0.0114596,0.00381555,2.62451e-6,0.00142044,1.52588e-7,3.05176e-8,0.0,0.000555054,0.0,0.0,0.0,0.0,0.0,0.0,0.410023]

"K20 M96 C16 dist6 end13 recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,7.36389e-5,0.0010394,0.033822,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0158369,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0211235,0.0,0.0,0.11089,0.0106806,0.0334334,0.113987,0.000725983,0.0,0.0,0.0,0.0,0.0,0.0,0.1013,0.0200978,0.00070343,0.0,0.0921429,0.00718793,2.54517e-5,0.00273914,0.0,0.0,0.0,0.0,0.0116438,0.00390482,2.86865e-6,0.00144427,6.10352e-8,0.0,0.0,0.000584045,0.0,0.0,0.0,0.0,0.0,0.0,0.41661]

"K60 M96 C16 dist3 end16 non-recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.00106793,0.0,0.00204479,0.00497777,0.00108975,0.00624274,0.00034805,0.000148258,0.0382223,0.00538575,2.99617e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0254113,0.0180209,0.0015231,0.0,0.0210237,0.108795,0.000101582,0.00467516,0.0,0.0,0.0,0.0,0.0169945,0.00659193,1.03319e-5,0.00251781,5.08626e-8,7.62939e-8,0.0,0.00114442,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0129905,0.000869365,0.000394869,0.0,0.000153625,0.0,0.0,0.0,5.83317e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,1.15396e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.719155]

"K60 M96 C16 dist3 end16 recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.00104946,0.0,0.00207077,0.00494584,0.00109008,0.00629123,0.00035571,0.000145938,0.0481335,0.00551368,3.37808e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0256192,0.0180843,0.00151838,0.0,0.0209603,0.104579,8.74315e-5,0.00454513,0.0,0.0,0.0,0.0,0.0166671,0.00657805,8.61318e-6,0.00248365,7.76324e-8,2.67698e-8,0.0,0.00117087,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0128948,0.000885065,0.000417841,0.0,0.000153193,0.0,0.0,0.0,5.78415e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,1.32256e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.713646]

"K60 M96 C16 dist6 end13 non-recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0010649,0.0,0.00206113,0.00491469,0.00108125,0.00627231,0.000350848,0.000136555,0.044893,0.00533166,3.46911e-5,0.0,0.0,0.0,0.0,0.0650773,0.0,0.0,0.0,0.0,0.0,0.0,0.0324557,0.0226349,0.00179053,0.0,0.0258334,0.0131981,0.104794,0.00499655,0.0,0.0,0.0,0.0,0.0188579,0.00738121,0.102683,0.00252315,1.01725e-7,2.8257e-8,0.0,0.00116304,0.0,0.0942336,0.0,0.0,0.0,0.0,0.0,0.0132621,0.000844009,0.000387641,0.0,0.000139937,0.0,0.0,0.0,5.17556e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,1.18453e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.421539]

"K60 M96 C16 dist6 end13 recursive":
[0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.00108605,0.0,0.00207706,0.00488487,0.00110175,0.0062414,0.000345293,0.00014648,0.0389837,0.00522062,3.25967e-5,0.0,0.0,0.0,0.0,0.0821345,0.0,0.0,0.0,0.0,0.0,0.0,0.0318259,0.0224443,0.00181517,0.0,0.025707,0.0130359,0.105794,0.00493589,0.0,0.0,0.0,0.0,0.0185518,0.00721156,0.105425,0.00250983,1.28195e-7,5.13816e-8,0.0,0.00115582,0.0,0.0894951,0.0,0.0,0.0,0.0,0.0,0.0128163,0.000799808,0.000388672,0.0,0.000140399,0.0,0.0,0.0,6.41523e-5,0.0,0.0,0.0,0.0,0.0,0.0,0.0,9.11427e-6,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.41362]
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