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[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Introduction
For polar code construction for NR control channels, the following was agreed in RAN1#89 [1]: 
Agreement: 
· For DL: 
· J’ = 3 or 6, to be downselected at June adhoc
· J’’ = 0
· At least some of the J + J’ bits are appended
· FFS until June adhoc:
· [bookmark: _GoBack]how the J + J’ bits are obtained 
· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)
· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination

One of the key points in this agreement is to evaluate and compare the performance and implementation of several different ET (early termination) algorithms. The performance includes the BLER and FAR that are agreed to align with LTE PDCCH blind detection [10]. Implementation is mainly designated to an ET gain, that is, averagely speaking, the complexity and latency paid for an ET-enabled decoder/encoder are much less than those saved by an ET. 
However, as a decoder-based ET algorithm, there’s strong relationship between performance and implementation details. In this paper, we will analyze this relationship. 
[bookmark: _Ref477266525]Discussions 
Although a path metric (PM) based ET algorithm is proposed in [6], the proponent hasn’t provided any detail to justify its ET gain with a real implementation such as quantization and threshold value precision.
A PM-based ET algorithm early terminates a decoding procedure in term of some PM values over the survival paths, because an error would be propagated and accumulated so that a metric on a correct list path would become far stronger than those on the rest incorrect ones. This algorithm assumes that the PM values have enough high precision to capture a decoding failure in the middle of a decoding stage. Furthermore, some proponents believe it would increase the PM value of a correct path by scrambling a UEID either on the frozen bits or directly on the codeword [11][12][13].  
However, this assumption is challenged by two real implementation considerations: 
· Quantization and truncation 
· Threshold determination 
Quantization & Truncation  
In a real fixed-point implementation, the precision of a PM value may become insufficient to result into a decent ET percentage because of a quantization and truncation on PM values. In a typical SCL decoding implementation, 5 to 8 bit quantization and regular truncation are applied to all PM values to secure zero implementation performance loss and lowest hardware cost. To obtain a decent ET percentage, proponents may have to improve PM metric quantization, directly increasing the decoding hardware complexity.
As we know, the PM and LLR computations occupy the majority of the die area of an SCL decoder implementation. If we improve the PM metric quantization from 6 bits to 8 bits, the die area would increase 30%; if 16-bit, by 160%. In contrast, a Distributed CRC polar code increases the die area by 0.5% [14].
Besides, a PM metric accumulated from one stage to next has to be regularly truncated by an offset value to avoid any numeric saturation. A PM-based ET algorithm has to consider an ET with a PM truncation.  
Observation-1: Because the ET gain of a PM-based ET algorithm is strongly related to implementation assumptions such as quantization and truncation, further evaluation and details are required to justify its gain on a real implementation. 
Threshold Determination 
An ET is claimed in term of a relative ratio among the PM values rather than an absolute PM one. For example, [6] provides a ratio measurement between the PM value of strongest path and that of weakest one as below:

where an ET is claimed once .
Because a UE has no idea of what signals it is processing, e.g., block length and code rate, any code- dependent or channel-dependent threshold adjustment would be impractical. We use a fixed threshold (1/32) for evaluation.
Performance evaluation
Both performance and implementation associated to an ET will be evaluated in case of PDCCH blind detection. In detecting its PDCCH signal, a UE has no knowledge of which kind of signals on any of these searching space. It can be no signals, PDCCH signals at different aggregation level, unintended PDCCH signals, or intended PDCCH signals. 
For a reliable simulation of the performances (BLER and FAR), these aforementioned types are represented by the following inputs to a decoder/detector:   
a) Input to a decoder is a pure AWGN noise 
b) Input to a decoder is a random-QPSK signal + noise 
c) Input to a decoder is a polar codeword for other UE + noise 
d) Input to a decoder is a polar codeword for this UE + noise
Following the ET ratio measurement on Type-a (AWGN input) as shown in [6], we complete the performance measurements on the rest blind detection scenarios, and conduct both floating-point and fixed-point decoding simulations.
Floating-point performance
Random-QPSK input:
In this simulation setup, a UE is blindly detecting a codeword of K=48 and R=1/3 on a space that transmits a random QPSK signal plus noise (for example some signals for different aggregation level). As shown in Figure 1, the PM-based ET algorithm saves about 5% complexity and latency for all SNR regions.
[image: ]
[bookmark: _Ref485304071]Figure 1	low ET gain of a PM-based ET algorithm with an input of random-QPSK + noise (type-b)
Observation-2(a): In case of random-QPSK input, the ET gain of a PM-based ET algorithm is lower than 5%. 
Unintended-UE codeword:
In this simulation setup, UE1 is blindly detecting a codeword of K=120 and R=1/2 on a space that transmits a codeword for UE2. As both UEs are in the same aggregation level, then the UEID of UE2 is masked onto the transmitted codeword [12]. In Figure 2, less than 5% ET is claimed even at very low SNR region for UE2 (BLER=0.6).
[image: ]
[bookmark: _Ref485304098]Figure 2	Very low ET gain of a PM-based ET algorithm with an input of other-user-codeword + noise (type-c)
Observation-2(b): In case of unintended codeword input, the ET gain of a PM-based ET algorithm is nearly zero. 
Intended codeword:
In this simulation setup, a UE is blindly detecting a codeword of K=120 and R=1/6 on a space that transmits this exact codeword. A PM-based ET algorithm uses a PMthreshold = 1/32 as suggested in [6]. A 0.7 dB loss on BLER is observed. Intuitionally, this threshold is related to the code length (K) and code rates but also channel conditions, which is hard to capture in practice.
[image: ]
Figure 3	BLER performance degradation of a PM-based ET algorithm with an input of intended-codeword + noise (type-d)
Observation-2(c): In case of intended-codeword input, the BLER performance of a PM-based ET algorithm may suffer from an unsuitable threshold. 
Besides to the performance, some extra complexity is paid to compute this ratio at each information bit decoding stage. 
· At each stage, a division operation is needed. (A potential issue is the precision of the division.) 
· At each stage, as both the strongest path PMmax and weakest path PMmin should be found, it implies a complete sorting operation among all survival paths rather than ranking them. In a real implementation, ranking rather than sorting is preferred due to its much lower complexity and latency.  
Last but not least, a PM-based ET algorithm would have a dilemma in face of how to process the frozen bits prior to the 1st information bit. On one hand, these frozen bits prior to the 1st information bit should be avoided to save the complexity and latency. If these frozen bits are skipped, the PMmin becomes smaller and results into a larger PMmetric, leading to less ET gain. 
Fixed-point performance
To investigate the behavior of PM-based ET in a real decoder, we performed quantization and truncation on the LLR/PM values. PM values are examined before truncation at each decoding stage to determine whether early termination should be triggered.
Three quantization schemes are evaluated:
· 16-bit quantization without PM-based ET (baseline performance)
· 16-bit quantization with PM-based ET (excessive quantization)
· 8-bit quantization with PM-based ET (reasonable quantization)
Random-QPSK input:
In this simulation setup, a UE is blindly detecting a codeword of K=48 and R=384 on a space that transmits a random QPSK signal plus noise. As shown in Figure 4, the PM-based ET algorithm saves about 2% complexity and latency for all SNR regions.
[image: ]
[bookmark: _Ref485304362]Figure 4	low ET gain of a PM-based ET algorithm with an input of random-QPSK + noise 
Observation-3(a): In case of random-QPSK input, the ET gain of a quantized-PM-based ET algorithm is lower than 3%. 
Intended codeword:
In this simulation setup, a UE is blindly detecting a codeword of K=64 and M=384 on a space that transmits this exact codeword. It is observed that the BLER loss increases with reasonable number of quantized bits.
[image: ]
Figure 5	BLER performance degradation of a PM-based ET algorithm with an input of intended codeword + noise 
Observation-3(b): In case of this-user-codeword input, the BLER degradation is observed from a quantized-PM-based ET algorithm. The BLER loss increases with the number of quantized bits.
Conclusion
Observation-1: Because the ET gain of a PM-based ET algorithm is strongly related to implementation assumptions such as quantization and truncation, further evaluation and details are required to justify its gain on a real implementation. 
Observation-2(a): In case of random-QPSK input, the ET gain of a PM-based ET algorithm is lower than 5%. 
Observation-2(b): In case of other-user-codeword input, the ET gain of a PM-based ET algorithm is nearly zero. 
Observation-2(c): In case of this-user-codeword input, the BLER performance of a PM-based ET algorithm may suffer from an unsuitable threshold. 
Observation-3(a): In case of random-QPSK input, the ET gain of a quantized-PM-based ET algorithm is lower than 3%. 
Observation-3(b): In case of this-user-codeword input, the BLER degradation is observed from a quantized-PM-based ET algorithm. The BLER loss increases with the number of quantized bits.
Proposal 1: A PM-based ET algorithm is not considered as ET-enabled one. 
References
[1] [bookmark: _Ref477333292]Chairman’s notes in 3GPP TSG RAN WG1 #89
[2] [bookmark: _Ref484003189][bookmark: _Ref484000116]R1- 1701630, “Design of CRC-assisted Polar Code”, Ericsson, 3GPP TSG RAN WG1 #88
[3] [bookmark: _Ref484003191]R1-1705860, “Polar codes for control channels”, Nokia, Alcatel-Lucent Shanghai Bell, 3GPP TSG RAN WG1 #88bis
[4] [bookmark: _Ref484003363][bookmark: _Ref484967945]R1-1704247, “Polar code design”, Huawei, HiSilicon, 3GPP TSG RAN WG1 #89
[5] [bookmark: _Ref484005114]R1-1708833, “Design details of distributed CRC”, Nokia, Alcatel-Lucent Shanghai Bell, 3GPP TSG RAN WG1 #89
[6] [bookmark: _Ref484164825]R1-1709176, “Early termination for Polar codes”, Qualcomm Incorporated, 3GPP TSG RAN WG1 #89
[7] [bookmark: _Ref481760720]R1-1705757, “Distributed simple parity check Polar codes” NTT DOCOMO, 3GPP TSG RAN WG1 #88bis
[8] [bookmark: _Ref484781205]R1-1700090, “On latency, power consumption and implementation complexity for polar codes” Huawei, HiSilicon, 3GPP TSG RAN WG1 #AH
[9] [bookmark: _Ref484786075]R1-1709152, “Early Termination of Polar Codes in Downlink”, Ericsson, 3GPP TSG RAN WG1 #89
[10] [bookmark: _Ref484968177]Chairman’s notes in 3GPP TSG RAN WG1 #87
[11] [bookmark: _Ref485309185]R1-1708047, “Early termination of polar decoding”, Samsung, 3GPP TSG RAN WG1 #89
[12] [bookmark: _Ref485309186]R1- 1708316, “Study of early termination techniques for Polar code”, Intel Corporation, 3GPP TSG RAN WG1 #89
[13] [bookmark: _Ref485309187]R1-1707686, “Early block discrimination with polar codes for DCI blind detection”, Coherent Logix Inc., 3GPP TSG RAN WG1 #89
[14] [bookmark: _Ref485229587]R1-1709997, “Early termination for Polar code”, Huawei, HiSilicon, 3GPP TSG RAN WG1 #Ad Hoc Meeting


image3.png
BLER

K=120, R=1/6

107

102

. [= % = CAPOIar(CRC18) wilh PN-based ET
—+— CA-Polar(CRC19) wio Phi-based ET

10




image4.emf
Es/N0

-20 -15 -10 -5 0 5

E

T

 

s

a

v

i

n

g

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

K=48, M=384

ET saving (16-bits quantization)

ET saving (8-bits quantization)


image5.emf
Es/N0

-5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1

B

L

E

R

10

-4

10

-3

10

-2

10

-1

10

0

K=64, M=384

CA-Polar(CRC19) w/o PM-based ET (16-bits quantization)

CA-Polar(CRC19) with PM-based ET (16-bits quantization)

CA-Polar(CRC19) with PM-based ET (8-bits quantization)


image1.png
8, R=1/3, QPSKIAWGN

01

009 ET ratio (random QPSK)|

0.08

0.07

s

0.05

ET saving

2

0.03

0.02

00





image2.png
ET saving & BLER

107

102

K=120,R=1/2

—+— BLER for UE2
ET saving for UE1

05

Es/NO





