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Introduction
In RAN1#87, Polar codes were adopted as channel coding for uplink control information and downlink control information (working assumption) for eMBB system except for very small block length [1]. In this contribution, we will introduce the detailed design of Polar codes for control channel in eMBB system.
Information bit allocation for polar code
Determining the location and distribution of information bits is crucial to polar code design. Most of the existing designs are based on generating a certain reliability metric for each U domain bit (either via SNR dependent numerical density evolution or some formula), sorting and selecting the top most reliable bits in U domain as information bits.
In this contribution, an alternative construction of polar code is proposed. The main idea of this construction is first to determine the information bit distribution in different groups in the U domain. Based on the number of information bits and the number of coded bits in each group, a short base sequence (of length for example Nref = 64) is used to determine the information bit locations in that group. This process is applied recursively to get the information bit location of the overall polar code. With this recursive construction, and due to the relatively small computation and storage requirement for base sequence generation/storage, online construction of polar code becomes more practically feasible for small block length for downlink (K <= ~100 and Nmax < 512).
There are two main motivations of this contribution:
1) [bookmark: _GoBack]It was observed for large code block length and low coding rate, majority part of the polar code has sparse info bits (from top in u domain). As a result, the description for a long sequence is highly redundant. The computationally intensive online construction based on long sequence may not be necessary.
2) A theoretic justification for a scalable and nested code construction for polar code design.

We can see from Figure A-1 that, for a code length N = 512 code, number of information bits in the upper part of u domain is very sparse based on density evolution construction as well as a theoretic value derived from capacity formula. For example, for info bits K = 8~120, there is:
1) <= 16 information bits located in the top 256 bits;
2) <= 23 information bits located in the next 128 bits;
3) <=27 information bits located in the next 64 bits;
In addition, we show in Figure A-2, the info bit distribution derived from capacity formula is tracking the info bit distribution from nested DE very well from very low to very high code rate range for N = 512, giving further justification of polar code construction based on nested extension.
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Figure A-1. number of information bit distribution in u domain
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Figure A-2. number of information bit distribution in u domain

Channel polarization
[image: ] [image: ]
Figure 1. memoryless channel and channel polarization
Let W: XY is a binary-input discrete memoryless channel where channel capacity is C=I(X;Y). (For the example of binary-input, 0 ≤ C ≤ 1).
Channel polarization is a general phenomenon, which can be exploited to create auxiliary channels to achieve coding gain beyond repetition and improve the overall channel coding performance. Consider the following simple example with 1-stage polarization (It can be shown that using polarization to create auxiliary channels via repetition and xor operation while preserves capacity) as shown left part of Figure 1:

Assume W is a BEC with erasure prob ‘’, following is true:
Following can be deduced easily:
	parity-check (XOR)
		repetition
Channel 
Erasure probability, = 
Channel 
Erasure probability, + = 2
Above operation can be performed recursively, yielding more polarization across N until the decoding of the specific .
Denote W+= W2, W- = W1, where  W+ is better than W-.
Information bit allocation over channel with polarization
One key question of information bit distribution/allocation of the channel instances after polarization. To address this question in general, we first consider an exmple based on BEC. Suppose N coded bits are transmitted through a channel, N/2 of the coded bits will be transmitted via an equivalent channel W+ and N/2 will be transmitted via an equivalent channel W-. As an example in Figure 2, suppose N = 256, N0 = 128 for the W- channel and N1 = 128 for for the W+ channel.
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Figure 2. memoryless channel and polar code
We make the following observation: for a good (N, K) code of rate R = K/N to be capacity achieving, the information bit distribution over the channels after polarization should be such that the allocated number of info bits leads to a rate that is matched to the capacity of the corresponding channel after polarization. The matched number of info bits to capacity of channel after polarization is required to asymptotically achieve overall channel capacity using SC and facilitates SC/SCL decoding at finite length.
For example, for BEC channel, suppose an (N, K) code of rate R = K/N is considered. The rate allocated to W- should be R0 = R2, the lower part W+ has R1 = 1 - (1 – R)2 = 2R – R2 The info bit allocation follows the following simple linear relationship: 
	The % of info bits to be allocated to the W- part of the channel instances: K0 = R/2 * K;
	The % of info bits to be allocated to the W+ part of the channel instances: K1 = (2-R)/2 * K;
This relationship could be applied recursively to get fine granularity of info bit distribution with further polarized equivalent channel instances.
To generalize relationship to other channels, we sort to the law of information combining that has been extensively studied in coding literature (see [1] [3] [4]). Mutual information of channels after polarization (i.e. one channel with repetition coding; one channel with parity check coding (XOR)) can be plotted against the mutual information input values. One example of the mutual information chart over an AWGN channel is shown in Figure 3.
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Figure 3. channel polarization and mutual information transfer chart 
The mutual info output of upper part channel W- (channel after XOR) is R0 and lower part channel W+ rate (channel after repetition) is R1 can be derived from mutual information transfer chart (see [1][3][4] for derivations and close form approximations). Since polarization preserves capacity, for a code that is capacity achieving, the following has to be satisfied:		R = (R0+R1)/2
The % of info bits to be allocated to the W- part of the channel instances: K0 = R0/R * K/2;
The % of info bits to be allocated to the W+ part of the channel instances: K1 = R1/R * K/2;
K0/K ratio could be further illustrated as a function of code rate R designed for specific channel. This  ratio is channel dependent and are plotted in Figure 4 for AWGN, BEC and BSC respectively. According to information combining law, BEC and BSC serve as the combining upper and lower bounds on info bit ratio. Different channels requires different info bit distribution in order to be capacity achieving on the respective channel.
Number of information bits could be allocated recursively for multi-stages of polarization based on the relationship shown in Figure 4 (here it shows the % of info bits to be allocated to W- channel over info bits allocated to W channel) to achieve asymtotically optimal info bit allocation in order for the overall code to get good performance.
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Figure 4. information bit percentage chart of W- channel

Nested property of polar code
We discuss the nested property of multi-stage channel polarization. Based on Figure 1, it can be easily seen that W- is equal or worse capacity than W+ channel. We further observe that the reliability ordering within the group remains invariant for different groups (e.g., reliability of bits within the channels of W- and W+ follow the same ordering), based on the assumption that the LLR inputs are from the same channel (typically assumed to be from AWGN channel). This is because the same mutual information input results in the same mutual information output based on the same information transfer chart for a given channel (such as those shown in Figure 3):
Observation 1: for each step of polarization, W- channel is no better than W+ channel. Based on the same input assumption to W- and W+ channels, reliability ordering within W- and W+ stays the same.
The above property could be used to construct a reference reliability order sequence (of bit group length of Nref, which could also be called as reference sequence or short sequence) that could be used to determine info bit location of length Nref given info bits length Ki for any Nref-bit groups. Information bit ratio relationship (as in Figure 4) could be applied recursively to get number of info bits Ki distribution for all the groups of length Nref of the code, where the short sequence could be derived either numerically or via some formula.
For example, for a polar code of length N = 512, a reference sequence of length Nref = 64 (constructed based on DE or other methods), for any payload size K, the U0~U511 could be partitioned into 8 consecutive groups in U domain, each of them having the same length as Nref with information bit allocation to each group as Ki from {K0, …, K7}. With the knowledge of Ki, the information bit location within each group could be determined by the short sequence.
Observation 2: Information bit location could be determined by relationship of information bits allocation derived based on mutual information could be applied recursively to determine in conjunction with short reliability sequence.
Code design for control channels
We consider nested extension construction based on information bit allocation and short reference sequence for polar code for NR control channels.
Nested extension construction based on short sequence
Three key elements in the design based on discussions in previous sections:
1) Construct a short reference sequence based on DE or other methods
2) For each (N, K) code, recursively partitioning long codeword into groups of small length (the shortest length equals the length of short reference sequence) and allocate # of information bits Ki to each group based on the info bit ratio shown in Figure 4.
3) Generate info bit location of the group of length Nref based on short reference sequence and # of info bits Ki in that group

For DL control, naturally, code length of AL1 could be used as Nref. In the following we consider Nref = 64 as an example.
For PDCCH, for the same K, N = 2^m * N_AL1. Recursive allocation of information bits could be applied to different ALs, by applying the recursion multiple times.

Figure 5. recursive information bit allocation
An example is given in Figure 5. Here is the description of the procedure of polar code construction for AL = 8, where N = 512:
· Determine number of information bits in each group K0, K1, K2, K3 (where K = K0+K1+K2+K3) based on info bit allocation ratio (shown in Figure 4)
· Use a short base sequence (obtained via density evolution or other methods) to determine the information bit location of small reference length (see Table 1 for detailed examples)
· Determine the info bit location based on Ki in each group and short sequence
It should be noted that, due to the low rate nature of high AL, the upper part of the group has very sparse info bit allocation, which is not utilized in long sequence based design.
Example of info bit distribution based on the proposed scheme is shown in Table 1, it should be noted that, the upper part of the code sequence has very sparse number of info bits, which can help to construct the code in a more simplied way. Also, it should be noted that, the constructed sequence has very similar info bit distribution compared with those derived from DE. We will show the performance of this construction with nested extension in the next section.
Table 1: K distribution of N = 512 PDCCH codes
	K
	32
	48
	64
	80
	96

	K00 [0, 63]
	0
	0
	0
	0
	0

	K01 [64, 127]
	0
	0
	0
	0
	0

	K02 [128, 191]
	0
	0
	0
	0
	0

	K03 [192, 255]
	1
	2
	5
	7
	10

	K10 [256, 319]
	0
	0
	0
	0
	1

	K11 [320, 383]
	2
	4
	7
	11
	15

	K2 [384, 447]
	3
	7
	11
	16
	20

	K3 [448, 511]
	26
	35
	41
	46
	50



Moreover, based on the information bit allocation, many more optimization could be done towards complexity and performance tradeoffs for polar code without rerunning density evolution everytime. Last but not least, the same design could also be applied to UL control channel.
Comparison with long sequence
Compared nested extension design based on short sequence with long sequence based design, long sequence design has the following drawback: 
1) Long sequence design is not practically feasible to perform online code construction, which requires high bit-precision to calculate reliability indices and high complexity and latency of sorting operation for reliability weights
2) Long sequence design does not shed any insight on the actual information bit distribution at different stages of polarization. For large block size N (for PDCCH large AL) where typically code rate is low, the W- part of the code has very sparse info bit allocation, which could be exploited and further optimized by considering multiple short sequences.
3) Long sequence design cannot be easily extended to a different type of channels, where the LLRs are less Gaussian like at least in the first a few stages of polarization. In contrary, different channel realizations could be easily incorporated at least in the first a few stages of information bit allocation calculation without running numerical density evolution every time.

Complexity and performance tradeoff based on nested extension design
One design decision in DL/UL control channel is to decide extension to lower rate coding vs repetition.
In general, the gain is hard to quantify, however, based on the info bit distribution, it is easy to quantify potential coding gain upper bound by assuming an optimal info bit allocation while top info bits are received perfectly. This could guide the polar code design to tradeoff performance and decoding complexity.
The following should be considered in control channel design:
1) Controlling the Nmax value for complexity saving when performance gain is diminishing based on information bit allocation ratio calculation.
2) Controlling the max number of info bits in the top part of the code to achieve better complexity and performance tradeoff.

Simulation Results
We evaluate short sequence based design (with Nref = 64) and compare it with long sequence based design (Nmax = 512). Code block lengths and payload sizes are selected based on typical DL PDCCH payload values, where:
										N = {128, 256, 512}, K = {32, 48, 64, 80, 96}
Note that, in many occasions, short reference sequence based design generates the exact same information bit location as long sequence based design. For the cases where some information bits are different. Some simulation results are provided below, which show almost identical performance.
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Due to the better scalability, more theoretically justifiable info bit allocation scheme over a wide range of channels, we propose to consider short sequence with nested extension based polar code design for NR control channel design.
Observation 3: Short sequence with nested extension design has almost identical performance as long sequence over AWGN channel and can be much more easily adapted to other channels
Observation 4: Online polar code construction is much more feasible using short sequence with nested extension design
Proposal 1: RAN1 to consider polar code based on short sequence with nested extension design

Conclusions
In this contribution, a short sequence with nested extension design of Polar codes for control channel is proposed. The performance of the proposed solution is evaluated and compared in contribution.
Observation 1: for each step of polarization, W- channel is no better than W+ channel. Based on the same input to W- and W+ channels, reliability ordering within W- and W+ stays the same.
Observation 2: Relationship of information bits allocation derived based on mutual information could be applied recursively to determine information bit location in conjunction with short reliability sequence.
Observation 3: Short sequence with nested extension design has almost identical performance as long sequence
Observation 4: Online polar code construction is much more feasible using short sequence with nested extension design
Proposal 1: RAN1 to consider short sequence with nested extension design
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Appendix: mutual information transfer chart approximation for AWGN channel
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For computer implementation, we split .J(:) into two parts,
ing to the intervals 0 < o < 0* and o < o* where
3. We used a polynomial fit for the left interval and
an exponential fit for the right interval. We applied the Mar-
quardt-Levenberg algorithm (see [45]) to obtain
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For the inverse J(-)-function we split the curve into two in-
tervals at I* = 0.3646. Our approximation is
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