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Introduction
In the RAN1 #87 meeting, it was agreed that companies are encouraged to work on further key characteristics/ principles of the protomatrix for RAN1 Jan Ad-hoc meeting. 
In [2], [3], Samsung proposed a quasi-cyclic (QC) LDPC code obtained by concatenating a small QC LDPC code and many single parity-check codes. The proposed flexible QC LDPC code can support variable information block sizes from a few tens to a few thousands and variable code rates from 1/3 to 8/9 by puncturing of bits. Samsung conduct the simulation for evaluating the performance of the proposed QC LDPC code in [4]. Furthermore, it was shown that the decoder configuration based on the proposed LDPC code to meet the requirement of 20 Gbps for eMBB service [5].
In this contribution, we present key characteristics of the protomatrix of the proposed LDPC code to support NR requirements, fine granularity of code block sizes, wide range of rates including IR-HARQ and high throughput.
Quasi-cyclic LDPC Codes
In [2], [3], Samsung proposed a quasi-cyclic (QC) LDPC code obtained by concatenating a small QC LDPC and many single parity-check codes. The proposed QC LDPC code is suitable for HARQ with IR since the multiple code rates can be easily supported by puncturing. Furthermore, the proposed QC LDPC code can support 1-bit granularity of code block sizes by combining the lifting and shortening. In other words, the length and rate flexibilities of the proposed QC LDPC code are comparable to LTE turbo code as shown in [4].
1. 
1. 
1. Structure of parity check matrix
Let  be the  matrix given by 

where  are exponent indices of permutation matrices,  and  are the numbers of column and row blocks, respectively.  is just the circulant permutation matrix (CPM) which shifts the identity matrix  to the right by  times for any integer , . For simple notation, we denote the  zero matrix  by. When  has full rank, we can assign  information bits to some  column blocks. (For our convenience, we call these  column blocks information column blocks). Then the code with  is referred to as a QC LDPC code. Furthermore, let  be the expoment matrix of  given by

An example of a parity-check matrix for a  QC LDPC code with  and  is given by 


The structure of the proposed QC LDPC code is depicted in Figure 1. The proposed code can be regarded as a QC LDPC code obtained by concatenating a small QC LDPC and many single parity-check codes. This structure allows us to have a good coding performance not only at higher code rate but also at lower code rate. In other words, if the receiver requests to transmit more parity bits, the transmitter can generate and send an arbitrary number of the parity bits based on multiple single parity-check codes. Furthermore, the structure of single parity-check (SPC) extension from the higher rate code could be a good candidate to support IR-HARQ since the SPC extension makes it possible to create additional parity bits as much as needed. Note that when puncturing of single parity-check bits (so called degree-1 parity bits) to obtain a high code rate, the punctured parity bits are completely ignored in the LDPC decoder. Since the parity bits from single parity-check codes are of degree one, they, and their associated parity-check constraints, play no role in the decoding based on belief propagation and can be completely ignored by the decoder. Therefore, the energy efficiency for decoding is very high.
Proposed small QC LDPC code has 802.11n encoding structure [6]. Parity part consists of one degree-3 column block and dual diagonal column blocks. The circulant permutation matrices in degree-3 column block of the parity part are set to , and . All circulant permutation matrices in dual diagonal column blocks are set to . These constraints on the structure of the parity-check matrix guarantee that it can be linear-time encodable regardless of the size of circulant permutation matrices. Furthermore, the performance evaluation results show that well-designed 802.11n encoding structured LDPC codes have no performance degradation due to the constraint on their special structure [4]. 

[image: ]
Figure 1. Structure of proposed QC LDPC code 
Observation 1: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes can support an efficient rate-matching mechanism
Observation 2: 802.11n encoding structure guarantees a linear-time encoding regardless of the size of circulant permutation matrices and no performance degradation due to the constraint on their special structure

Proposal 1: The LDPC codes constructed by concatenating a small LDPC code and single parity-check codes are recommended for implementing efficiently and supporting rate flexibility including IR-HARQ
Proposal 2: 802.11n encoding structure and single parity-check extension should be adopted for NR

1. Lifting method 
When adjusting the size of circulant permutation matrices according to the target code block size, each exponent indices can be easily calculated by the specified formula. For example, we can obtain the exponent matrix  for the parity-check matrix  from the exponent matrix  for the parity-check matrix  as follows: 
[Lifting]

Here,  is the parity-check matrix consisting of  circulant permutation matrices and/or zero matrices for given integer  and  is an integer function of  and . 
Since the parity-check matrix  is derived from the exponent matrix , its algebraic property is also determined by . In general, if we choose a proper set  and the function  for lifting, any integer value can be supported as the size of the circulant permutation matrices, i.e., . In this case, the granularities of information block and code sizes are  and, respectively. For example,  and , the granularities of information block and code sizes are  bits and  bits, respectively. In other words, we can support the information block size of  and code size of  for . Note that the proposed QC LDPC code can support 1-bit granularity of c block sizes by combining the lifting and shortening.
We propose the lifting function  as follows:

where  means a modulo operation . Note that for , the  exponent matrices have exactly the same integer entries. Therefore, if , a given exponent matrix for  can create  exponent matrices corresponding to  parity-check matrices. 
For example, consider the following  exponent matrix  for .

From the proposed lifting function, we can obtain the exponent matrix  for  as follows:

Consequently, total  parity-check matrices of size ,  can be obtained from the above one exponent matrix. Note that -modulo operation can be easily implementable by picking the last  bits of the binary representation of an entry in  for . For example, applying -modulo operation to an entry  is equivalent to picking the last 7 bits, .
Figure 2 provides demonstrating the lifting technique to support variable information block and code sizes and the performance evaluation results based on lifting are presented in [4]. In [4], we can find that the lifting provides a stable performance according to the change of information block sizes, as compared with turbo codes.
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Figure 2. Lifting technique for length compatibility
Regarding the maximum size of Z (=, larger  could lead higher decoding throughput by  parallel operation in one clock cycle when block parallel architecture is applied. However, large  may cause a critical path problem. On the other hands, the parallelism of row parallel decoder depends on the number of layer rather than . High throughput decoder can be implemented by lower number of layer regardless  in row-parallel decoder architecture. Furthermore, we could have more option to determine to degree distribution so that it can be further optimized for better performance when larger number of column blocks with smaller is used. Therefore, we should select the proper size of .
In the implementation point of view, the lifting requires to support the various sub-block size and circular shift value. In [7], we introduced several existing implementations for shift network to support multiple sizes of CPMs and analyse their complexity. A simple example of the Benes and Banyan networks are shown in Figure 3(a). First, as shown in Figure 3(c), each switch element in Benes network can be set either in the BAR state or in the CROSS state. Therefore, the Benes network can achieve any desired permutation with  2:1 multiplexers, where  is the input size of the Benes network. Therefore, Benes network can support any cyclic shift on input messages of size  where  is any integer smaller than or equal to . On the other hands, Banyan network can perform all cyclic shifts for  inputs with only the first or the last  stages of -input Benes network, as shown in Figure 3(b). However, Banyan networks have some difficulties to provide the flexibility for input messages of size smaller than . Benes network and QSN (quasi-cyclic shift network) which can support length compatibility of QC LDPC codes require about twice gate counts than Banyan network which cannot support length compatibility.


Figure 3. Benes and Banyan networks
[image: ]
Figure 4. QSN architecture
Observation 3: The proper maximum size of Z should be considered
Observation 4: One bit granularity of Z can guarantee the fine granularity of information length and be efficiently implemented based on several existing implementations for shift network
Proposal 3: The proper maximum size of Z should be adopted for QC LDPC codes for NR 
Proposal 4: To support the length-compatibility of QC LDPC codes, the one bit granularity of Z should be considered

1. Proposed LDPC details
In this section, we present the detailed parameters of proposed LDPC code [2]. The main consideration to determine the LDPC code detail is the NR requirements, fine granularity of length flexibility, wide range of rates including IR-HARQ and high throughput. 

First, we recall the following basic notations for LDPC code in this contribution.
·  : the numbers of column blocks
·  : the numbers of row blocks
·  : the numbers of information column blocks
·  : the number of information bits always punctured
·  : the size of circulant permutation matrix
·  : the maximum size of Z
·  : the maximum check node degrees
·  : the maximum variable node degrees
·  : the code rate related part-1 in parity check matrix
·  : the code rate related whole parity check matrix
·  : the minimum numbers of information bits
·  : the maximum numbers of information column blocks
·  : the number of layer

 With the above definition and notation, the proposed LDPC code details are given in the following Table 1
Table 1: Parameters of the proposed LDPC code
	
	
	
	
	
	
	
	
	
	
	
	

	98
	68
	32
	2
	256
	19
	15
	8/9
	1/3
	32
	8192
	16



Proposal 5: The number of punctured information bits should be less than or equal to 2xZ
Proposal 6: The number of information column block of is 32
Proposal 7: The number of maximum information size is 8192 (= 32 * 256)
Proposal 8: The code rate of Part-1 Submatrix is 8/9
Proposal 9: The code rate with single parity extension should be lower than or equal to 1/3

Design for high throughput and low latency 
Row-orthogonal property is one of important characteristics for the LDPC code design to support high decoder throughput and low latency. In this section, we present the details on row-orthogonal property and discuss decoder configuration to support 20 Gbps.
1. 
2. Row orthogonal property
In [2], Samsung proposes a QC LDPC code whose parity-check matrix has a conceptual structure depicted in Figure 5. As shown in Figure 5, the proposed code can be regarded as a concatenated QC LDPC code of IEEE 802.11n-like code and many single parity-check codes. An important characteristic of the proposed code is the row-orthogonal property (so-called layered structure). The row-orthogonal property means that each column block belonging to two or more row blocks has at most weight-1, i.e., there is no overlapped circulant permutation matrix among the row blocks, as shown in Figure 5 [8], [9]. The row-orthogonal property is first adopted in IEEE 802.11ad [8] to support very high decoder throughput. Since multiple row blocks without overlapped circulants can be regarded as one row block, the row-orthogonal property makes a highly-parallelized implementation possible [9][10]. In other words, QC LDPC codes with layered structure are suitable for multi-Gbps applications.
[image: ]
Figure 5. Structure of proposed QC LDPC code for high data throughput 
In Figure 5, 802.11n-like code (Part-1 submatrix) has a small number of layers with few  zero matrices, but Part-2 submatrix has more and sparser layers. If the decoder processes a matrix layer by layer, Part-1 submatrix can be processed in fewer sub-iterations with less hardware wasted on  zero matrices compared to Part-2 submatrix. However, Part-2 submatrix has a special structural feature; they have groups of non-overlapping row blocks. Figure 6 shows an example for parity-check matrix with 3 row blocks and 2 layers. The non-overlapping row blocks can be effectively combined together to form a compressed matrix, and each compressed layer can be processed as one. 
[image: ]
Figure 6. Example of compressing matrices with 2 layers 
Figure 7 shows conceptual operations for layered decoding based on min-sum algorithm. Consider a decoder that has the variable nodes fully parallelized and the check nodes fully layer-serialized. To process the first row block (1st layer), the variable nodes send their messages to the corresponding input on the check node. To process the second and third row blocks (2nd layer) simultaneously, the variable nodes connected to the second row block route their inputs to the top of the compare-select (CS) tree, and the variable nodes connected to the third row block route their inputs to the bottom of the tree. Figure 7 shows this process for one of the check nodes with the first row block (1st layer) being processed at the top-right of the figure and the second and third row blocks (2nd layer) being processed at the bottom-right. The variable nodes in the figure represent the one variable node out of the variable node group that connects to the check node. Consequently, Figure 7 shows that layer-structured QC LDPC codes make it possible to implement highly-parallelized, fully-pipelined LDPC decoder by appropriately combining the non-overlapping row blocks.
[image: ]
Figure 7. Example implementation of check node granularity 
Observation 5 : QC LDPC codes with layered structure are suitable for multi-Gbps applications
Proposal 10: Row orthogonal structure should be considered for high throughput and low latency

2. Latency and throughput for LDPC decoder
In this section, we discuss the decoding latency and thought of channel coding schemes as presented in [5], [13].

LDPC Code with Row-Parallel Architecture
The row-parallel architecture provides a very high throughput and a very low latency, while its routing complexity can still be kept low. To enhance the throughput, we reduce the number of effective row blocks to process using row-merging and apply dual frame processing to improve efficiency [10], [11].
When the number of effective row blocks is L (= the number of layers in layered decoding) and the number of decoding iteration is I, the latency can be obtained as follows [10], [11]:



where Ns denotes the number of processing clocks at each layered decoding step. 
The single decoder throughput can be obtained as follows:


where dual frame processing is considered.
· Ex1) Consider the following implementation parameters: f = 600 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 1/3 and 16-layer which is proposed in [2] can support decoder throughput 20 Gbps. 
· Ex2) Consider the following implementation parameters: f = 150 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 8/9 and 4-layer which is proposed in [2] can support decoder throughput 20 Gbps.


LDPC Code with Block-Parallel Architecture
The block-parallel architecture is suited for the implementation of LDPC code with flexible proto-matrix. However, it has reduced parallelism and requires programmable routing network that connects the L-value memories to the node computation units. When the number of ones in the proto-matrix is N1 and the number of decoding iteration is I, the latency can be obtained as follows:
 

where full-stage pipelining is assumed.
The single decoder throughput can be obtained as follows:


· Ex1) Consider the following implementation parameters: f = 600 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 1/3 and N1 = 380 which is proposed in [2] can support decoder throughput 840 Mbps. 
· Ex2) Consider the following implementation parameters: f = 600 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 1/3 and N1 = 400 which is proposed in [13] can support decoder throughput 800 Mbps. 
Note that number of ones related degree one in proto-matrix is excluded. 

For supporting IR-HARQ at high throughput scenarios, decoder throughput not only with high code rate but also lowest code rate, e.g., 1/3, should be taken into account. Figure 8 depicts single decoder throughput for LDPC code with code rate 1/3 which is proposed in [2]. As shown in Figure 8, single decoder throughput with row parallel architecture is higher than block-parallel architecture for same clock frequency.
[image: ]
Figure 8. Decoder Throughput according to clock frequency

Observation 6: Configurations of LDPC decoder for 20 Gbps support can be changed according to decoder architecture
Proposal 11: A proponent of LDPC codes should provide detailed information about decoding parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation

2. Performance evaluation
In this section, performance results of LDPC codes are provided for comparison between with and without row-orthogonal property consideration for LDPC design. 
Simulation assumptions are summarized in the following table.
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	LDPC

	Code rate
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	Sum-product algorithm with layered scheduling (iter=50)

	Info. block length
	32, 64, 96, 128, 160, 192, 224, 256, 288, 320, 352, 384, 416, 448, 480, 512, 576, 640, 704, 768, 832, 896, 960, 1024, 1152, 1280, 1408, 1536, 1664, 1792, 1920, 2048, 2304, 2506, 2816, 3072, 3328, 3584, 3840, 4096, 4608, 5120, 5632, 6144, 6656, 7168, 7680, 8192



As shown in Figure 9, the performance loss caused by row orthogonal property compared to non-orthogonal is at most 0.2dB only at the middle rates while it allows 20Gbps decoder throughput more efficiently. Therefore, the row-orthogonal property should be supported for high decoder throughput.
[image: ]
Figure 9. Required SNRs for achieving BLER 1% according to information block sizes and code rate 
Conclusion
In this contribution, we present the following observations and proposal: 

Observation 1: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes can support an efficient rate-matching mechanism
Observation 2: 802.11n encoding structure guarantees a linear-time encoding regardless of the size of circulant permutation matrices and no performance degradation due to the constraint on their special structure
Observation 3: The proper maximum size of Z should be considered
Observation 4: One bit granularity of Z can guarantee the fine granularity of information length and be efficiently implemented based on several existing implementations for shift network
Observation 5 : QC LDPC codes with layered structure are suitable for multi-Gbps applications
Observation 6: Configurations of LDPC decoder for 20 Gbps support can be changed according to decoder architecture 

Proposal 1: The LDPC codes constructed by concatenating a small LDPC code and single parity-check codes are recommended for implementing efficiently and supporting rate flexibility including IR-HARQ
Proposal 2: 802.11n encoding structure and single parity-check extension should be adopted for NR
Proposal 3: The proper maximum size of Z should be adopted for QC LDPC codes for NR 
Proposal 4: To support the length-compatibility of QC LDPC codes, the one bit granularity of Z should be considered
Proposal 5: The number of punctured information bits should be less than or equal to 2xZ
Proposal 6: The number of information column block of Part-1 Submatrix is 32
Proposal 7: The number of maximum information size is 8192 (= 32 * 256)
Proposal 8: The code rate of Part-1 Submatrix is 8/9
Proposal 9: The code rate with single parity extension should be lower than or equal to 1/3
Proposal 10: Row orthogonal structure should be considered for high throughput and low latency
[bookmark: _GoBack]Proposal 11: A proponent of LDPC codes should provide detailed information about decoding parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation
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