3GPP TSG RAN WG1 NR Ad Hoc Meeting
R1-1700414
Spokane, USA, 16th - 20th January 2017
Agenda Item:
5.1.2.2
Source:
Huawei, HiSilicon
Title:
Design for Type I Feedback
Document for:
Discussion and decision 
1 Introduction

In the last 3GPP RAN1 meeting, the following agreements have been achieved [1].

· For Type I CSI, PMI codebook has at least two stages W = W1W2

· W1 codebook comprises of beam groups/vectors 

· FFS structure and configuration of W1 codebook, e.g. number of ports, grid of beams, orthogonal, non-orthogonal, beam broadening, etc

· FFS frequency granularity of W1 and W2 reporting

· FFS on additional support of W3 (location of W3 matrix is FFS), e.g. multi-panel support, analog beam selection

· Note multi-panel support may be captured in W1, W2 and/or W3
In this contribution, we discuss the details of codebook-based PMI feedback scheme for Type I feedback.
2 A Dual-stage Codebook Structure for NR Type I Feedback
The accuracy of codebook-based PMI feedback is crucial to the NR MIMO transmission, especially with TRPs equipped with significantly large antenna arrays. To improve the quality of the feedback, the embedded sparsity in the complicated large scale wireless radio channels should be exploited, for which a reduced space representation is to be investigated.

Given a predefined master codebook 
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  consisting of N basis, the precoding vector 
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 on subband m can be approximated as a weighted sum of multiple basis selected from B
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The selected subset of 
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 may consists of a limited number of basis instead of N, which together with the coefficients 
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 can represent the most significant spatial components of the wireless radio channel. It is in this case that the sparsity embedded in the complicated large scale wireless radio channels can be efficiently exploited in a reduced space representation.

Since the above representation is on a per subband basis, both the indices of the selected basis and the corresponding coefficients should be reported for each subband, which means a large overhead to be reported. Therefore, a tradeoff between the feedback overhead and the accuracy should be taken into consideration, where a common subset of 
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 significant basis is selected and reported for all subbands, and the corresponding coefficients are to be reported for each subband.

This separation between a common subset of basis and individual coefficient set for each subband, can be supported by a dual-stage codebook structure. The codebook consists of a wideband 
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 codebook carrying the common basis subset for all subbands, and a subband 
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 codebook delivering the quantized coefficients for each subband. The overall codebook can be expressed as follows
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and L denotes the number of layers.
Proposal 1: A dual-stage 
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 codebook-based PMI feedback should be supported in NR, where

· 
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 consists of a common subset of basis for all subbands

· 
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 consists of coefficients for each subband or a wideband
3 Codebook Design for Reduced Space CSI

3.1 
[image: image15.wmf]1
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 codebook design
For a 2D antenna layout with dual polarization, the basic structure of the codebook with orthogonal constraint can be expressed as
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where 
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is a DFT/IDFT matrix, with dimension N
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Introducing 
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in each polarization creates a rotated matrix which has an effect similar to oversampling an orthogonal codebook of each polarization. Introducing different 
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in different polarizations can help capture dominant energy on a few columns with better alignment between orthogonal basis and dominant channel directions.

By projecting 
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 onto the basis and selecting the 
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most significant components, we can thus determine the corresponding 
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 from 
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. The total payload size for W1 with 
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Proposal 2: A set of basis are generated based on configurations, which includes

·  Antenna configuration, i.e. N1, N2

·  Oversampling parameter configuration, i.e. O

Proposal 3: The wideband 
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 codebook-based feedback with orthogonal constraints constitutes 

· Index for optimal orthogonal basis
· Indices for selected columns in the optimal orthogonal basis
Proposal 4: The wideband 
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 codebook-based feedback with orthogonal constraints should be supported as baseline, and 
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 based feedback without orthogonal constraints can be further studied.
3.1.1 Basis orthogonalization 
Using orthogonal basis to calculate coefficients have several advantages. Firstly, orthogonal basis can greatly reduce the computational complexity of W2 codebook calculation. Specifically, if 
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is the downlink channel matrix and 
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is the basis that generates the reduced subspace of 
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 codebook can be calculated based on the EVD directly performed to 
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 is orthogonal. Since the dimension of 
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, the computational complexity of EVD for 
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is greatly reduced, especially considering the EVD has to be performed for every subband. Therefore, W2 codebook calculation based on orthogonal basis is of high efficiency.

Proposal 5: Subband W2 codebook calculation based on an orthogonal basis should be studied in NR MIMO.
By not restricting 
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 to be orthogonal, the number of selected vectors that matches the space of channel eigenvector may be smaller, e.g., when the AOD spread of the downlink channel is medium.

If non-orthogonal W1 is selected, one possible way is to find orthogonal basis that are ‘equivalent’ with the selected non-orthogonal basis. ‘Equivalent’ means the two basis generate the same reduced subspace. Obtaining equivalent orthogonal basis from non-orthogonal basis can be based on orthogonalization methods.

Therefore, if non-orthogonal W1 is selected in the first place, then instead of calculating the W2 codebook 
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is the channel eigenvector to be represented, a matrix 
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 is found to calculate the W2 codebook according to 
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. In this way, a lower CSI feedback overhead can be achieved.
Proposal 6: If the selected W1 consists of non-orthogonal basis, orthogonalization method of the non-orthogonal W1 should be studied.

3.1.2 Higher rank codebook
Based on the above discussion, the 
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feedback overhead for rank k precoder would be k times that of the rank 1 precoder. It is thus beneficial to study the design method of reducing 
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 feedback overhead by introducing higher rank 
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 codebook for linear combination, while maintaining a satisfying system performance. In this case, the overall codebook for a rank k precoding matrix would be
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 is a rank k codeword for linear combination， where each basis in the rank k codeword can be selected from a codebook such as 
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Proposal 7: Rank k>1 W1 codebook design should be studied in order to reduce the overall feedback overhead in NR.
3.2 
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 codebook design
Once the common 
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 is determined, the corresponding beam coefficients for each subband and polarization should be calculated and quantized. Let 
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 denote a complex column vector of 
[image: image63.wmf]2

W


 for quantization with unit norm, which can be viewed as a point on a unit sphere of dimension 
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The quantization schemes for 
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 are introduced as follows. After 
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 is quantized, it should be reported as a subband PMI for 
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. Both amplitude and phase information should be kept (instead of phase-only information) during the quantization process.
The following alternatives for quantizing amplitude and phase information can be considered.

Proposal 8: The subband 
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 codebook-based feedback constitutes

· Amplitude information of the beam coefficients

· Phase information of the beam coefficients
3.2.1 Alt. 1 
Alt. 1 instance for quantizing amplitude and phase information constituted by the following steps.
Step 1: The complex vector 
[image: image71.wmf]x

 can be expressed as follows:
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Step 2: 
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is further normalized to 
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Step 3: The total KM bits are assiged among the K-1 elements based on the princple of allocating more bits for larger element, where M denotes the average number of bits for each element.

The number of bits assigned for quantizing the k-th (k = 2~K) element of 
[image: image78.wmf]x

 can be divided into two parts:
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where 
[image: image80.wmf]base

N

 is a base number of bits assigned for quantizing each element, and 
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is the additional number of bits assigned for quantizing the k-th (k = 2~K) element.
Step 4: The amplitude and phase of the k-th (k = 2~K) element of 
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 are quantized separately and the number of bits assiged for phase quantization is 
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, and the number of bits for amplitude quantization is


[image: image84.wmf]phase

k

k

amplitute

k

N

N

N

,

,

-

=


Step 5: The amplitudes of the K-1 elements are quantized in a differential way. For the k-th element, the differential amplitude 
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 is uniformly quantized between [0, 1] with 
[image: image86.wmf]amplitute

k

N

,

 bits, and the quantized amplitude of the k-th element can be expressed as:
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where  
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 denotes a quantized 
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Step 6: The phase information of K-1 elements are quantized with 
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 bits respectively, by the corresponding MPSK phase constellation.

A typical bit allocation example can be shown in Table 1, where a total of 4 or 6 bits are allocated to each subband according to above steps. For 4 bits per subband case, 2 basis are selected for combination. For 6 bits per subband case, 3 basis are selected for combination.

(Since all other coefficients are normalized to the first coefficient (k=1), no extra indication is needed for it.)
	Table 1. Bit allocation for Alt. 1

	4 bits per subband (rank 1)

	k (K=2)
	Nk

	
	Nk,amplitude
	Nk,phase

	1
	--
	--

	2
	2
	2

	6 bits per subband (rank 1)

	k (K=3)
	Nk

	
	Nk,amplitude
	Nk,amplitude

	1
	--
	--

	2
	1
	2

	3
	1
	2


3.2.2 Alt. 2
Alt. 2 instance for quantizing amplitude and phase information jointly constituted by the following steps [2]. 
Step 1: Transform the complex vector 
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 into a real vector 
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 in the real unit-sphere, by concatenating the real and imaginary part of a rotation of 
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with respect to the phase of its first coordinate. 
Define a rotated equivalent vector 
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Step 2: Find the maximum element of 
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Step 3: Perform a mapping on 
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 from the unit sphere of dimension 2K-1, i.e., 


[image: image108.wmf]**

****

11

121

T

ii

K

iiii

yy

yy

yyyy

-+

-

éù

êú

êú

ëû

LL

,
to the unit cube of dimension 
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 are uniformly quantized between [0, 1]. 
In summary, the bit sequences of 
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 PMI. TRP can retrieve the 
 
 codeword according to the above steps, based on 
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A typical bit allocation example can be shown in Table 2, where a total of 4 or 6 bits are allocated to each subband according to above steps. For 4 bits per subband case, 2 basis are selected for combination. For 6 bits per subband case, 3 basis are selected for combination.
	Table 2. Bit allocation for Alt. 2 

	4 bits per subband (rank 1)

	
	u1
	u2
	u3
	u4

	K=2
	2
	2
	-
	-

	6 bits per subband (rank 1)

	
	u1
	u2
	u3
	u4

	K=3
	2
	2
	1
	1


4 Simulation Results

In this section we present performance evaluation results for 16TXRU and 32TXRU systems comparing the proposed codebook design schemes to a LTE Rel. 13 codebook. The simulation assumptions are presented in the Appendix.
The proposed 
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 codebook-based feedback is used for comparing different 
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 codebook-based feedback schemes, which includes

· Amplitude and phase quantization Alt. 1

· Amplitude and phase quantization Alt. 2
For 
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 codebook, the following parameters are used for simulation 
· 16TXRU: N1 = 2, N2 = 4, O = 4.

· 32TXRU: N1 = 2, N2 = 8, O = 4.

· Ns = 2 or 3 (number of beams for combination)
	Table 3. Payload of W1 Reporting

	　
	N1=2, N2=4, O=4
	N1=2, N2=8, O=4

	Ns=2
	16
	18

	Ns=3
	20
	23


For 
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 codebook, the parameters used for simulation can be found in Table 1 and Table 2, respectively. The results in Fig. 1 and Fig. 2 labelled by “4bit Alt 1” (“6bit Alt 1”) denote Alt. 1  
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 codebook with a total of 4 bits (6 bits) allocated to each subband. The results labelled by “4bit Alt 2” (“6bit Alt 2”) denote Alt. 2  
[image: image130.wmf]2
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 codebook with a total of 4 bits (6 bits) allocated to each subband.
In Figure 1, the simulation results for 16TXRU systems are presented. It shows that the amplitude and phase quantization schemes achieve significant gains for both 2 basis and 3 basis cases. Over 11% gain is observed for Mean UPT, and over 25% gain is observed for 5%-UPT, for 2 basis case with a total of 4 bits are allocated for each subband. Over 17% gain is observed for Mean UPT, and over 39% gain is observed for 5%-UPT, for 3 basis case with a total of 6 bits are allocated for each subband.
In Figure 2, the simulation results for 32TXRU systems are presented. It also shows that the amplitude and phase quantization schemes achieve moderate gains for both 2 basis and 3 basis cases. Over 13% gain is observed for 5%-UPT, for 2 basis case with a total of 4 bits are allocated for each subband. Over 10% gain is observed for Mean UPT, and over 33% gain is observed for 5%-UPT, for 3 basis case with a total of 6 bits are allocated for each subband. 
To further improve the performance, more basis for combination together with more bits for allocation should be considered for 32TXRU case.
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Fig. 1 Performances of 16TXRU systems with 2 or 3 basis selected.
[image: image132.png]Gain [%]

35.00
30.00
25.00
20.00
15.00
10.00

5.00

0.00

Performance of 32TXRU

33.17
30.94
13.12
10.85 o1y
5.69
054 1.59 .
— |
Mean UPT gain 5% UPT gain
50% RU 50% RU

mA4bit Altl m6bit Altl m4bitAlt2 m 6bit Alt2




Fig. 2 Performances of 32TXRU systems with 2 or 3 basis selected.
5 Conclusions

In this contribution, we discuss the codebook-based PMI feedback scheme for Type I feedback. The proposals are summarized as follows

Proposal 1: A dual-stage 
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 codebook-based PMI feedback should be supported in NR, where

· 
[image: image134.wmf]1
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 consists of a common subset of basis for all subbands

· 
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 consists of coefficients for each subband
Proposal 2: A set of basis are generated based on configurations, which includes

·  Antenna configuration, i.e. N1, N2

·  Oversampling parameter configuration, i.e. O

Proposal 3: The wideband 
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 codebook-based feedback with orthogonal constraints constitutes 

· Index for optimal orthogonal basis
· Indices for selected columns in the optimal orthogonal basis
Proposal 4: The wideband 
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 codebook-based feedback with orthogonal constraints should be supported as baseline, and 
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 based feedback without orthogonal constraints can be further studied.
Proposal 5: Subband W2 codebook calculation based on an orthogonal basis should be studied in NR MIMO.
Proposal 6: If the selected W1 consists of non-orthogonal basis, orthogonalization method of the non-orthogonal W1 should be studied.

Proposal 7: Rank k>1 W1 codebook design should be studied in order to reduce the overall feedback overhead in NR.
Proposal 8: The subband 
[image: image139.wmf]2
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 codebook-based feedback constitutes

· Amplitude information of the beam coefficients

· Phase information of the beam coefficients
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Appendix 
	Table 3. Simulation Parameters

	Parameters
	Values

	Number of Cells
	57

	Duplex mode
	FDD

	Inter-BS distance 
	200m

	Carrier frequency 
	4GHz

	Simulation bandwidth
	10MHz

	Channel model
	3D UMa

	BS Tx power 
	41dBm

	BS antenna configuration
	(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1) ; (dV,dH) = (0.8, 0.5)λ. 

	BS TXRU mapping
	(MTXRU, NTXRU, P, Mg, Ng)=(2, 8, 2, 1, 1), (2, 4, 2, 1, 1)

	BS antenna height 
	25m

	UE receiver noise figure
	9dB

	UE antenna configurations 
	2Rx, Cross-polarized with 0, 90deg

	UE antenna height
	1.5m

	Traffic model
	FTP model 1, 500KB packet size

	Traffic load (Resource utilization)
	50%

	UE receiver type
	MMSE-IRC

	MIMO mode 
	MU-MIMO
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