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1. Introduction
In last RAN1 meeting, it was agreed 
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
In this contribution, we discuss some details related to IR-HARQ/rate-matching support for LDPC codes.
2. Discussion 
The base matrix proposed LDPC matrix structure (as described in a companion contribution [1]) is shown below. It starts with a high rate code given by [Hs1 Hp1] which gets extended to the base matrix given below to support a low mother code rate.  In conjunction with a lift size of z, the expanded matrix H encodes an information block of length k∙z givne by [i0, i1,….ik-1], where each entry ij denotes a vector of length z into a codeword c, of size n∙z , where c = [c0, c1,….ck-1,ck….cn-1], where each entry ci denotes a vector of length-z. In systematic encoding, the first k bits of the codeword are same as information bits i.e. cj = ij, for j = 0 to k-1. The codeword c satisfies the parity-check equation H∙cT = 0. For non-systematic encoding (or information bit puncturing), some information bits are punctured (i.e. not transmitted). 
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	Figure 1. Illustration of base matrix structure of LDPC proposed for NR.	
In particular for NR, it is proposed that Hq1 is an all zero matrix, and that Hq2 is a diagonal matrix (See [1] for details). 
For a given information block size and any number of desired coded bits, puncturing or rate-matching operation needs to be defined. Since the parity-check matrix construction is based on code extension, the parity-check bits in the output codeword c are arranged in a convenient order by design -thus the codeword c itself can be considered as forming a circular buffer from which coded bits can be read out in a circular fashion. Due to the vectorized format (i.e. due to lift value z) of the codeword c, such a circular buffer formulation also lends itself to a high degree of parallelism in rate-matching operation. There is no need for an additional bit-level re-interleaving for rate-matching operation (as done for LTE circular buffer) as it can lead to an increase in encoding/decoding latency. On the other hand, in certain cases, there may be some simple interleaving (e.g. on a vectorized column-level) that could be considered if there are significant performance gains and no loss of encoding/decoding latency.  
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Figure 2. Illustration of circular buffer and redundancy version including information bit puncturing (e.g. First two columns (c0 and c1 are always punctured). Reading is performed column-first order.
Figure 2 illustrates an example of circular buffer and redundancy versions. The circular buffer can also be used to incorporate information bit puncturing (which can improve performance as shown in many RAN1 contributions) as illustrated in Figure 2, where some information bits are always punctured (never transmitted) – then it is a bit of detail if the information columns (which are always punctured) are counted in or not counted towards the soft buffer calculation/redundancy version computation. The two-dimensional view of the circular buffer shows the potential benefit of parallelism (based on lifting factor) in rate-matching operations. 
Multiple redundancy version(s) based on the circular buffer can be defined. For example, redundancy version RV0 can be defined to start at a position c2  (i.e. c0, c1 are punctured) and reading of  bits from the circular buffer (column by column) until the desired number of bits are read, and if end of the buffer is reached, wraparound to the beginning of the circular buffer. For incremental redundancy support, multiple redundancy versions should be supported similar to LTE turbo code. While not explicitly shown, the zero-padding bits (if any) are skipped during the reading of the circular buffer. The circular buffer length (e.g. the number of columns in the circular buffer) can be further adjusted depending upon the desired mother code rate to be supported for a given information length. 
Proposal 1: Circular buffer based rate-matching is supported for NR LDPC.
Proposal 2: Multiple redundancy versions based on circular buffer are supported for LDPC IR HARQ. 
Proposal 3: Information bit puncturing is supported for NR LDPC.
Limited buffer rate-matching is a useful technique to reduce HARQ memory with no noticeable loss in overall system performance and is a key feature of LTE coding. For NR, the same benefits carry over for LDPC codes. In addition, for LDPC codes, since code extension is used to support lower coding rates, if a certain set of parity-check bits (e.g. in the single parity-check portion) are not transmitted for a given packet due to LBRM, then the decoder can take advantage of this in the decoding process e.g. reduced decoding latency since a smaller graph can be used for decoding. Thus, we propose that the feature of limited buffer rate-matching is also supported for LDPC code in NR.  
Proposal 4: Limited buffer rate-matching is supported for NR LDPC.
3. Conclusion
Proposal 1: Circular buffer based rate-matching is supported for NR LDPC.
Proposal 2: Multiple redundancy versions based on circular buffer are supported for LDPC IR HARQ. 
Proposal 3: Information bit puncturing is supported for NR LDPC.
Proposal 4: Limited buffer rate-matching is supported for NR LDPC.
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