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Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding scheme is listed as an area to investigate. In RAN1#84bis meeting, simulation assumptions were agreed for the eMBB, URLLC, and mMTC scenarios.  In RAN #87bis meeting, the agreement was reached to use LDPC codes for eMBB for both UL and DL data channels. For UL control channel, an agreement was reached to adopt Polar codes (except for very small block lengths where repetition/block coding may be preferred). For DL control channel, working assumption is to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred).
[bookmark: _GoBack]A major limitation of conventional Polar codes is that the codeword length must be a power of two.  Puncturing of coded bits is a natural method to support the granularity in codeword length required in practice.  In [1], a puncturing method is proposed based on bit-reversal operations. In this contribution, we study the relationship between the locations of punctured bits and those of the bit-channels with inferior qualities.  Based on the results of this study, we propose a simple method to identify, and thus avoid, these bad bit-channels for any puncturing pattern. 

Impact of Puncturing on Bit-channel Capacities
Impact of puncturing on bit-channel capacities was studied in [3] where it was observed that for any given information set, there exist catastrophic puncturing patterns which will highly likely lead to a block error.  Conversely, for a given puncturing pattern, there exist a set of bad bit-channels with zero capacities that should not be used to carry data.  The analysis here assumes successive cancellation (SC) decoding, but the same conclusion applies when successive cancellation list (SCL) decoding is used as the arguments are applicable to the best candidate of any list of candidate decision paths.
We denote a puncturing pattern as  with ‘0’ and ‘1’ denote a punctured bit and a non-punctured bit, respectively.  We also let  denote the -th polarized channel and let  denote its symmetric capacity, which depends both on the puncturing pattern and the channel transition probability. For the case , we can easily obtain that


where  and  denote the AND and OR operations respectively since after a polarization step, each bit channel becomes either better than or worse than both of the original bit-channels. For the case N=2, this relationship between puncturing pattern and bit-channel capacities is shown in Figure 1b. Similarly, one can repeat the argument and obtain the Boolean functions relating the puncturing pattern and bit-channel capacities for N=4 as shown in Figure 2. 
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Figure 1. Capacity of Bit-Channel with a puncturing pattern  for .
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Figure 2. Capacity of Bit-Channel with a puncturing pattern  for .
Repeatedly applying the above recursions, we can derive this relationship for any N. To emphasize the dependency of the bit-channel quality on , we denote .  
For any given information set , we refer to  as a catastrophic puncturing pattern if

for any bit channel .  These puncturing patterns should be avoided for the given information set.  Conversely, for any given puncturing pattern , we refer to a bit-channel  as a catastrophic bit-channel if .  By induction, it is easy to show that the number of catastrophic bit channels is the same as the number of punctured bits (or ‘0’) in the puncturing pattern .  These catastrophic bit channels should not be used to carry information but instead should be frozen.
For simplicity of reference, we refer to the normal Polar encoding but with binary-addition operation replaced by these Boolean operators (AND, OR), as illustrated in Figure 2 for , as Boolean polarization.  Through Boolean polarization, one can easily check if any given  is a catastrophic puncturing pattern for any information set. Alternatively, one can identify the set of all catastrophic bit-channels for any puncturing pattern .
Example
Here we consider a simple puncturing scheme for codeword length adaptation.  To attain any target codeword length , the scheme simply removes (i.e. does not transmit) the first   consecutive coded bits.  Since the Boolean butterfly operation described in Figure 1 and Figure 2 tends to “float” zeros towards the top, it is straightforward to show by induction that any puncturing of  consecutive coded bits will result in the first  bit channels having zero capacity. These catastrophic bit channels should be frozen correspondingly. Figure 1 shows the performance of simple puncturing for two cases: 1) the information set is optimized and 2) the information set is chosen by freezing the first s bit channels. From Figure 1, we observe that the second approach achieves the same performance as the information set optimization, and hence, we conclude that, in this case, the simple method suffices and the optimization of the information set is not necessary once the catastrophic bit-channels are frozen and not used for carrying information.
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Repetition and Puncturing
It is well known that the decoding complexity and delay and Polar code is a function of polar code size. For a given information block size , the decoding complexity and delay roughly doubles if a slight lowering of the code rate R requires using a polar code of size , rather than a polar code of size . 
If the number of coded bits  is close to , where , there are two options in how to obtain the M coded bits:
Option A. Repetition based. Repetition is used on top of Polar code of size N1, where  code bits are repeated. Since  is close to , the number of bits to be repeated is relatively small.
Option B. Puncturing based. Polar code of size  is used.  code bits are punctured. Since  is close to , the number of bits to be punctured is relatively large.

Comparing Option A and Option B above, Option A is preferred when  is close to . This has the benefit of achieving substantially the same performance while using almost half the decoding complexity and latency.
In general, to achieve arbitrary  size of Polar codes, then rate matching design uses both repetition and puncturing. 

Conclusion
In this contribution, we discussed the relationship between the puncturing pattern on coded bits and the locations of the corresponding bit channels with zero capacity under SC decoding.  Based on the discussion, we have the following observation and proposal:

Observation 1 For any integer , any consecutive puncturing of  coded bits of a Polar code of length  results in the first bit channels having zero capacities, which should not be used to transmit information bits. 

1. The selection of information set for any given puncturing pattern should be verified through Boolean polarization to avoid using catastrophic bit channels to carry information.
1. Both repetition and puncturing are utilized by Polar code rate matching design.
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