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Introduction
In RAN1#86bis and RAN1#87, agreements and working assumptions were reached that LDPC codes are to be used for eMBB uplink and downlink data transmission for all block sizes.
For data channel transmission of LTE, 24 CRC bits were attached to the information block before turbo encoding. The CRC bits are the transport block level CRC bits if the transport block is not segmented into multiple code blocks, and the CRC bits are the code block level CRC if the transport block is segmented.
In contrast to many other channel coding schemes like Polar, Turbo and TBCC, LDPC codes have inherent error detection capabilities through the parity check equations. In this contribution, we investigate through simulations the error detection capabilities of LDPC codes proposed for NR in combination with CRC codes.
Simulation setup
We consider the LDPC codes proposed in [1]. For simulation purpose, the CRC bits are generated using generating polynomials already used in communication standards, see Table 1, and appended to the information bits before LDPC encoding. Codewords at the output of the LDPC encoder are sent from the transmitter. On the receiver side, the received data is decoded by the sum-product algorithm and a maximum of 50 decoding iterations.
[bookmark: _Ref471475028]Table 1	CRC generator polynomials
	nCRC
	Generator polynomial
	Comment

	2
	X2 + X + 1
	Only primitive polynomial of degree 2

	4
	X4 + X + 1
	Has highest order among all degree-4 CRC polynomials

	8
	X8 + X7 + X4 + X3 + X + 1
	From 36.212 V8.8.0 p.8 Sec 5.1.1

	12
	X12 + X11 + X10 + X9 + X8 + X4 + X + 1
	From 802.3 for ethernet

	16
	X16 + X12 + X5 + 1
	From 36.212 V8.8.0 p.8 Sec 5.1.1

	24
	X24 + X23 + X18 + X17 + X14 + X11 + X10 + X7 + X6 + X5 + X4 + X3 + X + 1
	Polynomial 24A from 36.212 V8.8.0 p.8 Sec 5.1.1



Probability of undetected error
The probability of undetected errors has been investigated for information block lengths of k=400 and k=1000 bits and different rates. The CRC bits of length LCRC are included in the block of information bits seen by the decoder, which means that the actual number of information bits is k LCRC.
[bookmark: _Ref462125875]The figures below show the probability of undetected error, defined as 

The figures show the probability of undetected error for the combination of LDPC and CRC, where the inherent error detection capability of the LDPC code and the CRC error detection are combined. For this case, the error is undetected only when both conditions are satisfied: (a) the erroneous codeword satisfies the LDPC parity check equations; (b) the estimated LDPC info block passes the CRC check. 
Simulation results for k=400 bits
Simulation results for k=400 information bits are shown in Figure 1 to Figure 4. The results clearly show the benefit of the inherent error detection capability of the LDPC code. At low Es/N0, the LDPC decoder have very low probability of undetected error also without CRC. This is because the LDPC decoder is very unlikely to converge to a codeword at these low Es/N0.  In contrast, coding schemes without inherent error detection capability rely solely on the CRC, and have a probability of undetected error equal to one. 
At high Es/N0, the situation is the opposite. The decoder will in most cases converge to a valid LDPC codeword, satisfying the LDPC parity check sum. If the decoder output is not the correct codeword, which is the most common case, we have an undetected error if using LDPC parity checksum only. Therefore, for LDPC codes, the CRC attachment is mainly needed in the high Es/N0 region where the probability of undetected errors is anyhow very low due to the low BLER.
The analysis of how the probability of undetected error of LDPC codes decreases with increasing number of CRC bits is a bit difficult since we very soon reach too low probabilities to do simulations with enough statistics and good accuracy. Therefore, simulation results are shown only for CRC lengths of up to 8 bits.
The minimum distance (dmin) of the LDPC code may have impact on the probability of undetected error after applying a CRC code. If the minimum distance is large, it is more unlikely that the decoder will converge to an erroneous codeword. However, a large minimum distance may also imply that the number of erroneous information bits is high, thereby making the error more difficult to detect with the CRC. Typically, for a well- designed set of LDPC codes, when the LDPC decoder converges to an erroneous codeword, we expect the proportion of erroneous information bits not to vary dramatically when the code rate, and thereby dmin, changes. At low code rate, the decoder is more likely to converge to a codeword, like for high Es/N0, and the probability of undetected error is therefore slightly higher than for code rates in the order of 1/2.
To keep the packet loss rate low for TCP slow-start, it is usually assumed that the probability of undetected error on the transport block level is required to be 10-6 or less. The number of CRC bits needed to achieve this goal for the different code rates can be estimated. If the transport block is segmented into several code blocks, additional CRC bits are attached and the probability of undetected error at the transport block level becomes very low. Therefore, we focus on the case where the transport block consists of only one code block in the following. 
[bookmark: _GoBack]As shown in Figure 1, at rate 8/9, 8 CRC bits results in an undetected probability of error of up to 7x10-6. With 12 CRC bits, a maximum probability of undetected error less than 10-6 can be achieved. The same holds for the other code rates as well, since it can be observed that more than 8 CRC bits are needed to achieve a probability of undetected error below 10-6.
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[bookmark: _Ref471491151]Figure 1	Probability of undetected error for k=400 and code rate R=8/9.
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[bookmark: _Ref471491152]Figure 2	Probability of undetected error for k=400 and code rate R=2/3.
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Figure 3	Probability of undetected error for k=400 and code rate R=1/2.
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[bookmark: _Ref471491154]Figure 4	Probability of undetected error for k=400 and code rate R=1/4.
Simulation results for k=1000 bits
Simulation results for k=1000 bits and different code rates are shown in Figure 5 to Figure 7. The behavior is in principle the same as for k=400 bits, with the difference that the probability of undetected error for the LDPC code is lower for the longer block length. For this information block length, it is likely that 8 CRC bits is enough to reach the desired probability of undetected error for all code rates except 8/9. However, to guarantee that the desired probability of undetected error is achieved for all different code rates we propose that 12 CRC bits are attached to each code block. For information block lengths larger than 1000 bits, 8 CRC bits could most likely achieve the target, but further investigation is needed to draw a concrete conclusion. However, since the inherent error detection capability of the LDPC code increases with increasing information block length, we propose that the number of attached CRC bits varies with the information block length and possibly with the code rate. For instance, the number of CRC bits attached for larger K can be shorter than that for smaller K without losing error detection performance.
Observation 1 With LDPC codes, the number of CRC bits required to reach a given undetected error probability varies with info block size and code rate.

1. The number of CRC bits attached before LDPC encoding should be reduced from 24 for LTE to LCRC<=12 bits for NR.
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[bookmark: _Ref471559008]Figure 5	Probability of undetected error for k=1000 and code rate R=8/9.
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Figure 6	Probability of undetected error for k=1000 and code rate R=1/2.
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[bookmark: _Ref471559009]Figure 7	Probability of undetected error for k=1000 and code rate R=1/4.

Conclusion
In this contribution, we have investigated the error detection capabilities of LDPC codes proposed for NR in combination with CRC codes. We made the following proposals:

Observation 1 With LDPC codes, the number of CRC bits required to reach a given undetected error probability varies with info block size and code rate.


1. The number of CRC bits attached before LDPC encoding should be reduced from 24 for LTE to LCRC<=12 bits for NR.
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