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1. Introduction
At the St. Louis meeting, it was agreed that the performance of E-UTRA will be evaluated before the Kobe meeting [1]. This contribution presents evaluation results on the VoIP capacity for E-UTRA in the downlink and uplink when applying semi-static resource allocation, i.e., persistent scheduling. 

2. Scheduling Algorithm
In the evaluation, we apply semi-persistent scheduling [2] to maximize the number of supportable VoIP users although it requires a larger L1/L2 control signaling overhead than that for persistent scheduling. The following gives details on the scheduling algorithm.
· Talk spurt

During a talk spurt, the virtual resource blocks (VRBs) for the initial transmissions for the VoIP user are persistently allocated. At the beginning of a talk spurt, the Node B calculates the required number of VRBs to transmit a voice packet based on the average channel quality of the UE. Then, the Node B searches for a transmission time interval (TTI) in which the required number of VRBs is available, and assigns these VRBs to the UE persistently (see Fig. 1). When the Node B cannot find such a TTI, it retries this procedure 20 msec later. When the talk spurt ends, the VRBs persistently allocated to the UE are released. 
Meanwhile, all retransmissions are dynamically scheduled based on the delay of each packet.
· Silence period
Both the initial transmissions and retransmissions are dynamically scheduled.
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Figure 1 – Method of persistent scheduling
We apply distributed-like transmission to take advantage of frequency diversity. We use RB-level distributed transmission with two-block division [3], [4] in the downlink, and localized transmission with frequency hopping in the uplink. The respective VRB configurations are shown in Fig. 2.
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(a) Downlink: RB-level distributed transmission
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(b) Uplink: Localized transmission with intra-sub-frame frequency hopping
Figure 2 – Transmission scheme and unit of resource allocation
3. Simulation Conditions
3.1. Traffic Model
Complying with the agreed simulation conditions in [1], we employ the 2-state voice activity model shown in Fig. 3. In the model, the probability for transition from State 1 (the active speech state, i.e., talk spurt) to State 0 (the inactive state, i.e., silence period) is 0.01, and the probability for transition from State 0 to State 1 is also 0.01. The status is updated every 20 msec. Table 1 lists the parameters for the 2-state voice activity model. We assume that a packet is lost when the transmission delay becomes longer than the maximum allowable delay. We set the maximum allowable delay of each packet to 50 msec.
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Figure 3 – 2-state voice activity model

Table 1 – Parameters for 2-state voice activity model
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3.2. Simulation Configuration
Table 2 lists the parameters in the system-level simulation that comply with the agreed conditions for E-UTRA performance verification [1]. We assume a 5-MHz transmission bandwidth. The sub-frame length is 1 msec, which is equal to TTI length. We assume a 19-cell-site configuration, where each cell site comprises three cells. Furthermore, by employing the wrap around method, each cell suffers from inter-cell interference from the surrounding cells. Inter-site distance (ISD) is set to 500 m. The locations of the UEs are randomly assigned with a uniform distribution within each cell. However, the minimum distance between the Node B and the UE is set to 35 m. The propagation model follows a distance-dependent path loss with the decay factor of 3.76, penetration loss of 10 dB, lognormal shadowing with a standard deviation of 8 dB, and instantaneous multipath fading. It is assumed that the distance-dependent path loss is constant during the throughput measurement period, while the shadowing and instantaneous fading variations are added. The correlation values of inter and intra site are 0.5 and 1.0, respectively. We assumed the six-ray Typical Urban (TU) channel model with the moving speed of 30 km/h, corresponding to the fading maximum Doppler frequency of 55.5 Hz at a 2-GHz carrier frequency, and the root mean square delay spread of 1.07 sec. The maximum transmission power at the Node B and the UE are set to 43 dBm and 24 dBm, respectively. Single-antenna transmission and two-antenna diversity reception are assumed in both the downlink and the uplink. The antenna gain at the Node B and the UE are 14 dBi and 0 dBi, respectively. The Node B and UE noise figure are 5 dB and 9 dB, respectively.
The exponential effective signal-to-interference plus noise power ratio (SINR) mapping (EESM) method [5] and actual value interface (AVI) method [6] are used to map the effective SINR calculated in the system level simulation to the packet error rate performance obtained from link level simulation in the downlink and uplink, respectively. 


In the downlink, adaptive modulation and channel coding (AMC) is applied to compensate for the distance-dependent path loss and shadowing variation at the beginning of a talk spurt. Table 3 shows the combinations of the modulation and channel coding rate in the Turbo code used in the downlink. Meanwhile in the uplink, slow open-loop transmission power control (TPC) that compensates for the path loss and shadowing variation is applied. In the evaluations, each UE uses the fixed modulation and channel coding rate from either of two sets, i.e., Set 1 or 2, as shown in Table 4 during each talk spurt. Chase combining with the maximum number of retransmissions of eight is applied in both the downlink and the uplink. 

We assumed that the downlink L1/L2 control channel is multiplexed using the first three-OFDM symbols of each sub-frame. As a result, the overhead for the control signals and reference signal (RS) is approximately 25% in the downlink. In the uplink, we assume that two RBs are reserved for the uplink L1/L2 control channel, and that two symbols and one symbol are used for the demodulation RS and sounding RS, respectively. Thus, the overhead for the control signals and RS overhead is approximately 28% in the uplink.

Table 2 – Major radio link parameters in system-level simulation
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Table 3 – Combinations of modulation and channel coding rate in downlink
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Table 4 – Combinations of modulation and channel coding rate in uplink
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In the link level simulation for the downlink, a scattered RS structure is assumed, in which the RSs are multiplexed into the first and fifth OFDM symbol positions at each slot with six-sub-carrier spacing for each OFDM symbol position. The FFT window timing is estimated by taking the correlation between the received signal and RS replica in the time domain. Moreover, channel estimation is performed as follows. First, the OFDM symbols of two neighboring sub-carriers are averaged using linear interpolation in the frequency domain and the successive averaged channel estimate is further averaged by coherent accumulation in the time domain to produce the final channel estimate. 
In the link level simulation for the uplink, the FFT window timing is estimated based on the correlation between the received signal and the RS replica in the time domain. Moreover, the channel gain for each sub-frame is estimated using RS symbols that belong to each sub-frame. We employed a frequency domain equalizer (FDE) with the linear minimum mean square error (LMMSE) algorithm.

4. Simulation Results
4.1. Downlink Capacity
Figure 4 shows the cumulative distribution function (CDF) of the packet loss rate (PLR). The figure shows that the PLR increases according to an increase in the number of UEs per cell. This is because the number of VRBs available for retransmission decreases due to the increase in the number of persistently allocated VRBs for the initial transmissions. Moreover, we observe that the PLR rapidly degrades when the number of UEs per cell exceeds approximately 300. This is because the total channel load exceeds 80% when the number of UEs exceeds this value. Thus, a sufficient number of retransmissions cannot be performed due to the decreasing amount of radio resources for retransmissions. 
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Figure 4 – Distribution of PLR in downlink

Figure 5 shows the outage probability for achieving the PLR of less than 2% as a function of the number of UEs per cell. The figure shows that the number of UEs accommodated in each cell to keep the outage probability to less than 5% is approximately 340.
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Figure 5 – Outage probability for achieving PLR of less than 2% as a function of number of UEs per cell in downlink
4.2. Uplink Capacity
Figure 6 shows the outage probability for achieving the PLR of less than 2% as a function of the number of UEs per cell in the uplink. Figures 6(a) and 6(b) use the combinations of the modulation and channel coding rate in Set 1 and Set 2, respectively. Figure 6(a) shows that the target SINR is optimized at approximately 4 dB and that the maximum capacity of approximately 260 UEs per cell is achieved at the outage probability of 5% using Set 1. Figure 6(b) shows that when Set 2 is used, the target SINR is optimized at approximately 4 dB as well. However, the maximum capacity is reduced compared to that using Set 1, since a larger number of VRBs is required and must be reserved for transmitting a voice packet using persistent scheduling with Set 2. Therefore, a sufficient number of retransmissions cannot be performed due to a lack of remaining VRBs.
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(a) Set 1
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 (b) Set 2

Figure 6 – Outage probability for achieving PLR of less than 2% as a function of number of UEs per cell in uplink
Finally, Figs 7(a) and 7(b) show the average interference over thermal noise (IoT) as a function of the number of UEs per cell using combinations of the modulation and channel coding rate in Set 1 and Set 2, respectively. In the figure, we plot the average IoT value that satisfies the outage probability of less than 5% for respective target SINR values. Naturally, the average IoT increases according to the increase in the target SINR value and the number of UEs per cell. In the evaluations, we applied the fixed modulation and coding rate for all users. Thus, applying slow AMC and fractional TPC would decrease the IoT and may increase the VoIP capacity.
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(a) Set 1
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Figure 7 – Average IoT as a function of number of UEs per cell in uplink
5. Conclusion

In this contribution, we evaluated the VoIP capacity for E-UTRA in the downlink and uplink when applying semi-static resource allocation, i.e., persistent scheduling. Based on the system level simulations, we obtain the following results assuming a 5-MHz bandwidth and the ISD of 500 m.
	Metric
	3a) VoIP Capacity

	E-UTRA DL
	340 in each cell

	E-UTRA UL
	260 in each cell


It should be noted that the AMC and fractional TPC are not performed in the uplink evaluation.
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