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1 Introduction
According to [1], the design targets of an LAA system are 
-	A single global solution framework allowing compliance with any regional regulatory requirements
A single global solution framework for LAA should be defined to ensure that LAA can be operated according to any regional regulatory requirements. Furthermore, LAA design should provide sufficient configurability to enable efficient operation in different geographical regions. 
-	Effective and fair coexistence with Wi-Fi.
The LAA design should target fair coexistence with existing Wi-Fi networks to not impact Wi-Fi services more than an additional Wi-Fi network on the same carrier, with respect to throughput and latency.
-	Effective and fair coexistence among LAA networks deployed by different operators
The LAA design should target fair coexistence among LAA networks deployed by different operators so that the LAA networks can achieve comparable performance, with respect to throughput and latency.
It has been agreed in [2] that the Listen-before-talk (LBT) courtesy mechanism is an important component for LAA in order to achieve a fair co-existence not only with other Wi-Fi devices, but also with other LAA devices. Simulations have shown that the presence of LAA without LBT can cause significant degradation to the Wi-Fi system [3]. LBT is defined as [1]
…a mechanism by which an equipment applies a clear channel assessment (CCA) check before using the channel. The CCA utilizes at least energy detection to determine the presence or absence of other signals on a channel in order to determine if a channel is occupied or clear, respectively. European and Japanese regulations mandate the usage of LBT in the unlicensed bands. Apart from regulatory requirements, carrier sensing via LBT is one way for fair sharing of the unlicensed spectrum and hence it is considered to be a vital feature for fair and friendly operation in the unlicensed spectrum in a single global solution framework.

As specified in the European regulations EN 301.893 [4], the LBT mechanism can be divided into two types: Frame Based Equipment (FBE) and Load Based Equipment (LBE). In FBE, the transmit/receive structure is not based on the instantaneous traffic. Instead, a clear channel assessment (CCA) is performed over a channel observation period ≥20μs at the beginning of every fixed frame period. If the channel is clear, the node can transmit over a duration of a given channel occupancy time. If the channel is busy, the node will have to wait until the end of the fixed frame before a new CCA is performed again. However, an IEEE 802.11 Wi-Fi AP accesses the channel continuously without a fixed frame structure. Rather, a random number is defined based on a certain contention window size.  The Wi-Fi AP transmits whenever this number of idle occurrences has passed. As pointed out in [8], if an LAA-LTE eNB were to adopt this approach, the performance of the eNB would suffer, as the eNB can only sense the channel once every frame while the Wi-Fi node does not have such a restriction. In fact, as discussed in [8], this approach is detrimental even in the case of LAA-LTE to LAA-LTE co-existence, as the transmitting node can potentially capture the channel for a long time. 






In the case of LBE, the transmit/receive structure is demand-driven. A CCA is performed, and if the channel is clear, the node would transmit over a given channel occupancy time that is no greater than  ms, where is selected by the vendor in the range between 4 and 32  If the channel is not clear, an extended CCA is performed where the channel is observed over a period of , where is selected uniformly between 1 and , and is the CCA observation time of no less than 20μs [4]. Similar to Wi-Fi, CCA is continuously performed without any restriction to frame boundaries. Although the extended CCA mentioned above is similar to the backoff mechanism in Wi-Fi, [4] does not mandate the backoff to be exponential as in the case of Wi-Fi. Thus, if the LAA-LTE backoff mechanism is fixed (i.e. as outlined in [4]) while that of Wi-Fi is exponential, the Wi-Fi performance will be unfairly impacted as numerically confirmed in [5], [6], and [7]. Additionally, as pointed out in contributions such as [9], [10], [11], and [12], the LBE is inherently unfair to Wi-Fi. 
Simulations [3] have shown that LAA can have a significant impact on the performance of Wi-Fi in the absence of LBT. Further simulations [15] have examined the potential improvement of the exponential back-off as outlined in the option A of [14] relative to the fixed back-off in [4]. The results show that the use of a fixed back-off mechanism as described in [4] is not enough for LAA-LTE to provide a fair coexistence with Wi-Fi. However, the exponential back-off scheme described in [15] may produce unfair results against LAA. Based on the simulation results, further investigations need to be done in order to assess the fairness issue in LAA/Wi-Fi coexistence. According to [15], suggestions to further investigations include: 
· Using a larger CCA interval than 20
· Using an adaptive backoff window mechanism (such as exponential backoff) in ECCA 
· LAA nodes should consider a CTS-to-Self mechanism to enable Wi-Fi nodes to detect the start of a LAA transmission burst. 
· LAA nodes should consider including Wi-Fi Preamble Detection and Virtual Carrier Sensing to improve co-existence with Wi-Fi.
In this contribution, the previous study [15] on downlink LAA/Wi-Fi co-existence is extended by taking into account the above conclusions. Specifically, the main objective of this study is to refine the initial and extended CCA durations as well as back-off rate during the extended CCA in order to explore the possibility of achieving fairness in LAA/Wi-Fi coexistence.  


2 Simulation results and discussions
In this contribution, four different versions of the back-off mechanisms are used.  The first one is labelled as ‘Scheme A (fixed)’, which corresponds to the LBE LBT Option B scheme specified in [14], with a ‘’ value that corresponds to 10ms maximum channel occupancy time (MCOT). The second version is ‘Scheme A (exp)’, which is based on the LBE LBT Option A scheme as outlined in [14]. The third version is labelled as ‘Scheme B (fixed)’, which corresponds to the back-off mechanism similar to that in [16] with a fixed back-off as in Option B of [14]. The fourth version is labelled as ‘‘Scheme B (exp)’, which corresponds to the back-off mechanism similar to that in [16] but with an exponential back-off as in Option A of [14]. In all cases, transmissions are only allowed at the sub-frame boundary. The schematic diagrams for scheme A (fixed) and scheme A (exp) are shown in Figure 1 and Figure 2 respectively. On the other hand, scheme B (fixed) and scheme B (exp) are shown in Figure 3 and Figure 4. The major difference between scheme A and B is that the latter combines the ICCA and ECCA even when the channel is idle, whereas scheme A allows the transmission as soon as the ICCA is passed. The extra ECCA is introduced after the ICCA in scheme B in order to mimic the extra defer period during the ECCA in Wi-Fi. 
In this contribution, both energy detection and preamble detection schemes are assumed in channel sensing. Also, virtual carrier sensing is included. The CTS-to-self mechanism is assumed for channel reservation purposes. More details regarding these assumptions can be found in [15].   In this table,  and  correspond to the slot size of the initial CCA (ICCA) and extended CCA (ECCA) respectively. The ‘Exp rate’  refers to the rate at which the observation period is multiplied when  unoccupied ECCA slots were available within the observation period .  Further simulation assumptions and parameters are given in the Appendix. 
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[bookmark: _Ref414616745]Figure 1 Flow diagram for scheme A (fixed) back-off mechanism.
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[bookmark: _Ref410938442]Figure 2 Flow diagram for scheme A (exp) back-off mechanism.
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[bookmark: _Ref414616840]Figure 3 Flow diagram for scheme B (fixed) back-off mechanism.
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[bookmark: _Ref410409240][bookmark: _GoBack]Figure 4 Flow diagram for scheme B (exp) back-off mechanism.


Scheme A (fixed) results
Figure 5 and Figure 6 shows the network throughput for the victim Wi-Fi and the aggressor LAA network respectively in the Wi-Fi/LAA scenario with different combinations of  for scheme A (fixed). As the results show, the fairness is relatively insensitive to  and . One potential explanation is that the ECCA is not invoked frequently enough. However, due to the exponential back-off nature of Wi-Fi, the results suggest that a fixed back-off is not enough to provide fairness under scheme A. 
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[bookmark: _Ref414525214]Figure 5  Network throughput for Wi-Fi victim in the Wi-Fi/LAA scenario for scheme A (fixed) with different  values. 
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[bookmark: _Ref414531281]Figure 6 Network throughput for the LAA aggressor in the Wi-Fi/LAA scenario for scheme A (fixed) with different  values.

Scheme B (fixed) results
Figure 7 and Figure 8 show the network throughput for the victim Wi-Fi and aggressor LAA network respectively in the Wi-Fi/LAA scenario with different combinations of  for scheme B (fixed).Now, when the ICCA is combined with the ECCA, the combined mechanism mimics the initial CCA + defer + ECCA, and so scheme B resembles more closely to Wi-Fi. The results suggest that  is the best one among all tested combinations. While a perfect fairness is not achieved, the results suggest that a good combination of  is able to stabilize the fairness at various offered load levels. 
In fact, fairness can be further improved by fine-tuning the  values. For example, assuming , Figure 9 shows the network throughput ratio between Wi-Fi and LAA as a function of . The results show that perfect fairness can potentially be achieved at around , which occurs at the intersection of all three load lines in Figure 9. At this point, fairness can be achieved independent of traffic load. 
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[bookmark: _Ref414526167]Figure 7  Network throughput for victim Wi-Fi in the Wi-Fi/LAA scenario for scheme B (fixed) with different () values.
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[bookmark: _Ref414531452]Figure 8 Network throughput for the LAA aggressor in the Wi-Fi/LAA scenario for scheme B (fixed) with different  values.
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[bookmark: _Ref414528333]Figure 9 Network throughput ratio between Wi-Fi and LAA for different offered load as a function of  at  for scheme B (fixed). 


Scheme A (exp) results
Figure 10 and Figure 11 show the network throughput for the victim Wi-Fi and aggressor LAA network respectively in the Wi-Fi/LAA scenario with different combinations of  for scheme A (exp) at a back-off rate of 2. The results show that fairness can be improved markedly with the introduction of the exponential back-off mechanism. Amongst all tested combinations,  appears to achieve the best compromise of fairness over a range of offered loads. On the other hand, increasing  to  at  does not seem to provide further improvement. Again, at small values of  and , little improvement is made due to the fact that the exponential back-off is rarely triggered. It is important to note that fairness is not stabilized with increasing traffic loads with all selected combinations of . 
Figure 12 and Figure 13 show the network throughput for the victim Wi-Fi and aggressor LAA network in the Wi-Fi/LAA scenario with different values of  the exponential back-off rate  for scheme A (exp), at . The results suggest fairness does not improve significantly due to the changing back-off rate. Amongst all tested values, a back-off rate of  seems to be reasonable, although further improvements can still be made. 
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[bookmark: _Ref414525147]Figure 10 Network throughput as a function of offered load for scheme A (exp) with various and  values for the Wi-Fi victim at an exponential back-off rate . 
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[bookmark: _Ref414531859]Figure 11 Network throughput as a function of offered load for scheme A (exp) with various and  values for the LAA aggressor (right) at an exponential back-off rate .
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[bookmark: _Ref414529795]Figure 12 Network throughput as a function of offered load for scheme A (exp) with various exponential back-off rate  values for Wi-Fi victim at .
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[bookmark: _Ref414531897]Figure 13 Network throughput as a function of offered load for scheme A (exp) with various exponential back-off rate r values for the LAA aggressor at .

It may be tempting to conclude that, with a better parameterization, increased fairness for scheme A (exp) can be achieved. However, the final verdict in fairness for scheme A (exp) is far from over. As shown in Figure 14, while the network throughput between Wi-Fi and LAA show potential signs of stability with improved parameterization as suggested in Figure 12 and Figure 13, the 50%-tile User Perceived Throughput (UPT) can still be very unfair. The reason for the discrepancy is that it is possible for the 5%-tile UPT for Wi-Fi to be higher than that for LAA. Due to the large value of , some LAA users who are under a very disadvantageous channel condition may get stuck and would not be able to transmit, while, on average, LAA users enjoy a higher UPT. On the other hand, it is possible for disadvantageous Wi-Fi users to still get some lower data rate. This can be observed in Figure 15. 
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[bookmark: _Ref414619166]Figure 14 50%-tile User perceived throughput (UPT) ratio between Wi-Fi and LAA for various back-off rate at  for scheme A (exp).

[image: image002]
[bookmark: _Ref414620023]Figure 15 CDF of mean UPT across UEs across all drops for Wi-Fi and LAA at a load of 2.5 Hz (zoomed in on 0 to 20Mbps).  

Scheme B (exp) results
Figure 16 and Figure 17 show the network throughput for the victim Wi-Fi and aggressor LAA network respectively in the Wi-Fi/LAA scenario with different combinations of  for scheme B (exp) at a back-off rate of 2. The results suggests that the fairness can be stabilized across a wide range of loads if a reasonable combination of  is selected. In this particular example, the best combination amongst those tested is . 
Figure 18 and Figure 19 show the network throughput for the victim Wi-Fi and aggressor LAA network respectively in the Wi-Fi/LAA scenario with different values of the exponential back-off rate  for scheme B (exp) at . The results suggest that a back-off rate of  seems to produce the fairest performance across a wide range of loads. 
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[bookmark: _Ref414530008]Figure 16 Network throughput as a function of offered load for scheme B (exp) with various  and  values for victim Wi-Fi (left) and aggressor LAA (right) at an exponential back-off rate =2. 
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[bookmark: _Ref414532061]Figure 17 Network throughput as a function of offered load for scheme B (exp) with various  and  values for victim Wi-Fi (left) and aggressor LAA (right) at an exponential back-off rate =2.
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[bookmark: _Ref414530563]Figure 18 Network throughput as a function of offered load for scheme B (exp) with various exponential back-off rate  values for the Wi-Fi victim at . 

[image: ]
[bookmark: _Ref414532192]Figure 19 Network throughput as a function of offered load for scheme B (exp) with various exponential back-off rate  values for the LAA aggressor at . 

Figure 20 and Figure 21 show the network throughput and the 50%-tile user perceived throughput (UPT) ratio between Wi-Fi and LAA for various back-off rate at  for scheme B (exp). It can be seen that a stable ratio of very close to unity for both network throughput as well as the 50%-tile UPT can be achieved for all traffic load when a back-off rate of 1.5 is used. These results have a significant implication as they allude to the possibility that once fairness is achieved, it can be maintained across a wide range of traffic loads. It is important to note that while the results suggest that fairness can be achieved once a particular combination of parameters is employed, such a conclusion is only conditional on a particular deployment scenario. In other words, if the traffic ratio between Wi-Fi and LAA is altered, or if the uplink traffic for Wi-Fi is also assumed, the optimal parameter setting may need to be modified. This observation alludes to the potential need for a more adaptive parameter setting in maintaining fairness between Wi-Fi and LAA. 
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[bookmark: _Ref414532664]Figure 20 Network throughput ratio between Wi-Fi and LAA for various back-off rate at  for scheme B (exp). The best value for  seems to be 1.5. 
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[bookmark: _Ref414533186]Figure 21 50%-tile User perceived throughput (UPT) ratio between Wi-Fi and LAA for various back-off rate at  for scheme B (exp). The best value for  seems to be 1.5. 





3  Conclusion 
Simulation results show that scheme A with fixed back-off does not provide reasonable fairness. While the exponential back-off can improve the fairness for scheme A dramatically with a good combination of , much improvement can still be made. On the other hand, with a good choice of , even a fixed back-off for scheme B can potentially achieve a stable level of fairness between Wi-Fi and LAA which is relatively insensitive to the traffic load. With the introduction of exponential back-off, the extra degree of freedom, i.e. the exponential back-off rate , on top of the  it is possible for scheme B to achieve a good level of fairness which is insensitive to the traffic load. 
Despite the fact that a good and stable level of fairness can be achieved via scheme B with either fixed or exponential back-off over a wide range of offered load, their respective optimal combination of parameters may still be dependent on the nature of the deployment scenario. For example, the optimal parameters may vary depending on the presence of uplink Wi-Fi traffic, as well as the nature of the traffic mix or deployment topology. Thus, more investigations are still required to gain a better of picture on the issue of fair coexistence between Wi-Fi and LAA. 
Proposal 1:  Scheme B with both 1) fixed and 2) exponential back-off can be potential candidates for further investigation in the context of fair coexistence between Wi-Fi and LAA if a good combination of parameters such as . In the case of exponential back-off, the back-off rate  can be used as an extra degree of freedom to fine tune the level of fairness between Wi-Fi and LAA. 
Proposal 2: Further investigation is needed to examine the sensitivity of the optimal parameters such as initial CCA slot duration, extended CCA slot duration, and exponential back-off rate in different deployment scenarios including 
· Different proportions of downlink and uplink traffic for Wi-Fi
· Different proportions of traffic mix in both Wi-Fi and LAA


4 References 
1. [bookmark: _Ref409431374]TR 36.889, Study on Licensed-Assisted Access to Unlicensed Spectrum, V0.1.1, (2014-11). 
2. [bookmark: _Ref409431628]RAN1 Chairman’s Notes, 3GPP TSG RAN WG1 Meeting #79, San Francisco, USA, 17th – 21st November 2014. 
3. [bookmark: _Ref409444239]R1-144603, “Initial Coexistence Evaluations comparing LAA Versus Wi-Fi”, Cisco Systems.
4. [bookmark: _Ref409435612]ETSI EN 301 893 V1.7.1. 
5. [bookmark: _Ref409442277]A. Babaei, J. Padden, J. Andreoli-Fang, “Overview of EU LBT and its Effectiveness for Coexistence of LAA LTE and Wi-Fi”, IEEE 802.19-14/0082r0, Nov., 2014.
6. [bookmark: _Ref410121683]BRAN(14)000098r1, “5 GHz Coexistence Simulations”, Broadcom, BRAN#81, 2014-12-10. 
7. [bookmark: _Ref410124152]BRAN(14) 000095a1, “5 GHz Coexistence Simulations LAA-LTE (LTE-U) versus Wi-Fi”, CableLabs, BRAN#81, 2014-12-10.
8. [bookmark: _Ref409442952]R1-144000, “Solutions for required functionalities and design targets”, Qualcomm.
9. [bookmark: _Ref409443716]R1-145132, “Discussion on the comparison of LBE and FBE for LBT”, Coolpad. 
10. [bookmark: _Ref409443745]R1-145193, “Details of Listen-Before-Talk for LAA”, Ericsson. 
11. [bookmark: _Ref410133944]BRAN(14) 000097, “Let’s make equal sharing in 5GHz a reality”, Cisco, BRAN#81, 2014-12-10.
12. [bookmark: _Ref410133952]BRAN(14) 000102, “WFA proposal for addressing comments on clause 4.8.3.2 on LBT in EN 301 893 v1.7.2”, WiFi Alliance, BRAN#81, 2014-12-10.
13. [bookmark: _Ref410134396]R1-150549, “Proposal for achieving fair coexistence between LAA and Wi-Fi”, Cisco, Feb. 9-13, 2015.
14. [bookmark: _Ref410225315]ETSI EN 301 893 V1.8.0.
15. [bookmark: _Ref413943867]R1-150712, “Simulation results for Coexistence of LAA and Wi-Fi”, Cisco, Feb. 9-13, 2015. 
16. [bookmark: _Ref414642371]R1-150584, “Further details on LBT for LAA”, Ericsson, Feb. 9-13, 2015.


[bookmark: _Ref409539428]Appendix: 
Detailed Simulation Parameters and Assumptions
The working assumption and agreements from RAN1#79 on detailed coexistence evaluation assumptions in LAA are reproduced in the tables below with the addition of a column to report our implementation against each of these. 
Indoor scenario for LAA
	Indoor scenario for LAA

	Licensed cell
	Unlicensed cell
	Current assumption

	Layout for nodes
	For DL-only coexistence evaluations:
 
Two operators deploy 4 small cells each in the single-floor building. 
 
The small cells of each operator are equally spaced and centered along the shorter dimension of the building. The distance between two closest nodes from two operators is random. The set of small cells for both operators is centered along the longer dimension of the building.
  














	Only unlicensed cell is modelled

The location of the APs of one operator is equi-distance from APs of the second operator (with the exception of the edge APs).  







	Indoor scenario for LAA

	Licensed cell
	Unlicensed cell
	Current assumption

	System bandwidth per carrier
	10MHz
	20MHz
	Only a 20MHz unlicensed cell is explicitly modelled 


	Carrier frequency 
	3.5 GHz
	5.0GHz
	Use 5.3 GHz which is the centre frequency of the 5.0GHz unlicensed band (channel 60) 


	Number of carriers
	2 (one for each operator)
	For DL-only LAA coexistence evaluations: 1, 4 (to be shared between two operators) 
	One 20MHz channel for the unlicensed LAA-LTE cells to be modelled.  This is shared between the two operators.

	Total BS TX power
	24dBm (Ptotal per carrier)
	18 dBm across aggregated carriers
Optional: 24 dBm
	18dBm 

	Total UE TX power 
	Total UE TX power: 23dBm across aggregated cells
Max total UE TX power per cell in licensed spectrum: 23dBm
Max total UE TX power across aggregated cells in unlicensed spectrum: 18 dBm 
	18dBm 

	Distance-dependent path loss
	Small cell-to-Small cell, Small cell-to-UE: ITU InH [referring to Table B.1.2.1-1 in TR36.814]
Indoor UE-to-indoor UE: 3GPP TR 36.843 (D2D). 
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for LOS probability and break point distance)
	Same

	Penetration
	0dB
	Same 

	Shadowing
	ITU InH [referring to Table A.2.1.1.5-1 in TR36.814]
Working assumption is that 3D distance is used for shadowing correlation distance
	 Same as the ITU InH model with 1dB indoor handover margin (TR 36.814)

	Antenna pattern
	2D Omni-directional is baseline; directional antenna is not precluded
	Same

	Antenna Height: 
	6m 
	Same

	UE antenna Height
	1.5m
	Same

	Antenna gain + connector loss
	5dBi
	Antenna + connector: 5dBi  
2dB feeder loss to calibrate against TR36.814 InH model 

	Antenna gain of UE
	0 dBi
	Same

	Fast fading channel between eNB and UE
	ITU InH
	Ped A 3kmh assumed for LTE-LAA link level 

	Number of clusters/buildings per macro cell geographical area
	N/A
	N/A

	Number of small cells per cluster
	N/A
	N/A

	Number of small cells per Macro cell
	N/A
	N/A

	Number of UEs 
	10 UEs per unlicensed band carrier for DL-only LAA coexistence evaluations

	Same

	UE dropping per network
	All UEs should be randomly dropped and be within coverage of the small cell Example of a dropping method to achieve this with N=10 UEs: 
· Drop a large enough number of UEs, so that at least 10 UEs are covered by the small cell. 
Randomly select 10 UEs from the UEs that have coverage.
	Same

	Radius for small cell dropping in a cluster
	N/A
	N/A

	Radius for UE dropping in a cluster
	N/A
	N/A

	Minimum distance (2D distance)
	3m
	Assume 3m is the minimum distance for AP to UE not UE to UE or AP to AP distance.
Assume Local Area Base Station type with 45dB MCL as specified in 36.104 V11.9.0 (2014-07) 

	Traffic model
	FTP Model 3: Based on FTP model 2 as in TR 36.814 with the exception that packets for the same UE arrive according to a Poisson process and the transmission time of a packet is counted from the time instance it arrives in the queue.
FTP Model 1 as in TR 36.814
FTP model file size: 0.5 Mbytes.
Optional: Mixed traffic model with each UE carrying only VoIP traffic or only FTP traffic in the Wi-Fi network that is not replaced by LAA.
· Two   UEs with VoIP traffic in addition to UEs with FTP traffic
· The VoIP traffic model is based on G.729A (data rate is 24 kbps)
· Packet inter-arrival time: 20 ms
· Packet size: 60 bytes (payload plus IP header overhead)
· Voice activity is assumed to be 100% statistics are independently reported in each direction
No associated control plane traffic is modelled
	All LAA-LTE UEs will use:
· FTP 3 traffic
· With 0.5MB file sizes 

Wi-Fi victim network modelling considers the scenario of FTP3 in DL traffic alone

The aggressor {LAA, Wi-FI}  and victim Wi-Fi network uses loading levels of Lambda={ 0.5,1.0,1.4, 1.75, 2.0 2.5, 3.5} Hz 



	UE receiver
	MMSE-IRC as baseline
	Rel 8 UE receiver (as in [3])

	UE noise figure
	9dB
	Same

	UE speed
	3km/h
	Same

	Cell selection criteria
	For LAA UEs, cell selection is based on RSRP in the unlicensed band. 
For WiFi STAs, cell selection is based on RSS (Received signal power strength) of WiFi APs. RSS threshold is -82 dBm.
	Same

	UE Bandwidth
	UE bandwidth for LAA: 10 MHz licensed + 20 MHz unlicensed 
· CA scheduling assumptions stated when reporting results
· Served traffic per small cell per carrier can be reported
UE bandwidth for Wi-Fi: 20 MHz unlicensed
	Licenced portion of LAA-LTE not modelled.
20 MHz bandwidth for unlicensed carrier assumed throughout 

	Network synchronization
	For the same operator, the network can be synchronized and the assumed synchronization accuracy in such simulations should be stated. 
Small cells of different operators are not synchronized.
	Synchronized 

	Backhaul assumptions
	Dropped in R1-145453
	Not modelled

	Performance metrics
	Performance metric
- User perceived throughput (UPT)
UPT CDF
File throughput is calculated per file
Unfinished files should be incorporated in the UPT calculation. 
The number of served bits (possibly zero) of an unfinished file by the end of the simulation is divided by the served time (simulation end time – file arrival time).
User throughput is the average of all its file throughputs
- Latency (From packet arrival in devices (eNB, AP, UE, STA) MAC buffer to successful transmission (including retransmission) of packet)
Latency CDF
If VoIP users are included, number of VoIP users with 98%ile latency greater than 50 ms should be reported
  Note: DL and/or UL can be reported when applicable
	FTP network throughput and UPT 
Latency and UPT CDFs as well as mean UPT and latency per users are collected and presented in a separate template. 








Additional LAA assumptions
	 
	3GPP value as per R1-145453
	Current assumption

	PCI planning for each NW
	Planned 
	Not explicitly modelled (as in [3])

	Antenna configuration	
	2Tx2Rx in DL, Cross-polarized. 
Optional: 1Tx2Rx in DL.
1Tx2Rx in UL
(should be the same as for Wi-Fi)
	2x2 Cross polarized (as in [3])
TM4 (closed loop spatial multiplexing, which falls back to TM6 for low SINR/scattering)

	Transmission schemes
	Based on TM4 or TM10, QPSK/16QAM/64QAM
Optional: include 256QAM (should be the same as for Wi-Fi)
	Not explicitly modelled but implied in SINR to Tput mapping used.
Includes 256 QAM

	Turbo code block interleaving depth
	Per LTE specs (1-14 LTE OFDM symbols dependent on MCS and PRB allocation)
	Not explicitly modelled

	Scheduling
	Proportional fair
	Fair (as in [3])

	Link adaptation
	Realistic
	Ideal (as in[3])

	CCA-ED
	Up to each company; should state assumption when reporting results
	Assume an LAA energy detection threshold of -62dBm for CAA-ED and -82dBm for CCA-PD where a recognizable preamble is transmitted (in line with Wi-Fi)



	Channel selection
	Up to each company; should state assumption when reporting results
	Not implemented (as in[3])

	Cyclic Prefix
	Normal
	Not explicitly modelled but assumed in SINR to Tput mapping used.



Additional Wi-Fi assumptions
	Parameter
	3GPP value as per R1-145453
	Current assumption

	MCS
	802.11ac MCS table without 256 QAM 
Optional: include 256QAM (should be the same as for LAA)
	Yes, 256 QAM included for Wi-Fi

	Antenna configuration		
	2Tx2Rx in DL, Cross-polarized 
Optional: 1Tx2Rx in DL.
UL: 1Tx2Rx
(should be the same as for LAA)
Baseline: open loop 
Company should state assumptions if assumed otherwise
	As in phase 1:
2Tx2Rx in DL, Cross-polarized 
UL 1x2 (which is a change from 2x2 in phase 1)

	Channel coding
	BCC
Optional: LDPC code
	LDPC 


	Frame aggregation
	A-MPDU
	Yes

	MPDU size
	Up to each company
	Fixed 1500B MPDU size (variable transmission duration) as in [3]

	Max PPDU duration
	Baseline:< 4 ms 
(Asynchronous to LTE timing)
Company should state assumptions if assumed otherwise
	4.096ms maximum PPDU applied.

	MAC
	Coordination
	DCF
If VoIP users are included, EDCA can be used
	DCF (no EDCA)

	
	SIFS, DIFS
	SIFS, DIFS
	Yes

	
	Detection
	Energy detection & preamble detection
	Yes

	
	RTS/CTS
	Optional
	Modelled 

	
	Contention window
	Per DCF
If VoIP users are included, per EDCA can be used
	Yes – EDCA not being used for VoIP users, as only FTP simulations are involved

	CCA-PD
	-82dBm and preamble decoding
(Note preamble occupies the 20MHz system bandwidth with rate 1/2 coding and BPSK modulation)
	Yes

	CCA-ED 
	-62dBm
	Yes

	ACK Modeled (successful reception, resources utilized)
	Yes
	Yes

	DL/UL Duplexing
	DL traffic only for DL-only LAA coexistence evaluation
	DL only for victim network
DL only for aggressor network

	Rate control
	Up to each company; should state assumption when reporting results
	Same rate adaption as in [3]

	Channel selection
	Up to each company; should state assumption when reporting results
	Congested scenario:
Single 20MHz channel for all APs

	OFDM symbol length
	4 micro second
	As in [3], short guard interval is adopted therefore OFDM symbol length is 3.6 micro second
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