
3GPP TSG RAN WG1 #AH Channel Model                                               R1-161708
Ljubljana, Slovenia, March 14-16, 2016
Agenda item:
7.0

Source: 
Samsung
Title: 
Discussion on spatial consistency

Document for: 
Discussion
1. Introduction
Spatial consistency is an important missing feature in current 3GPP 3D SCM channel model. Tracking the evolution of the channel will not be available until spatial consistency is considered. In the RAN1 #84 meeting [1], spatial consistency has been considered as an additional feature for the new >6 GHz channel model. This contribution aims to provide discussions on this open issue.
2. Spatial consistency
The aim of spatial consistency is to describe the evolution of the channel over space in a continuous way (subject to granularity). Large-scale spatial consistency tracks the evolution of large-scale parameters such as path loss and shadow fading to model how the signal power will evolve during the movement of the transmitter or receiver. This is operated mainly based on the location of the transmitter and receiver. In high frequency bands, path loss is sensitive to change of locations. To capture small-scale channel characteristics accurately, it would be beneficial to track the evolution of small-scale parameters such as AoA, AoD, mean power, delay of each ray, orientation of received antennas, and/or even appearance and disappearance of clusters. However, in current drop-based 3GPP 3D SCM, the evolution of the channel was ignored. Two closely located users, for instance, should preserve some correlations. However, their channel parameters are independently generated in 3GPP 3D SCM, which will over estimate multi-user MIMO gains. Another failure of current drop-based 3GPP 3D SCM occurs when we need to track the channel for a specific movement rout, which would be a significant difficulty for efficient beam tracking algorithm design in above 6 GHz frequency bands. For better system design and performance evaluation, the new channel model above 6 GHz should support spatial consistency.
The fundamental problem of spatial consistency modeling is how to interpolate parameter values at different locations in the simulation area. To address this problem, two spatial consistency modeling approaches have been proposed in the literature. 
Method 1: Interpolation using correlated random variables
A method using correlated random variables was proposed by Intel in [2] to model spatial consistency by dividing the simulation area into a number of square grids, whose widths are determined by the correlation distance (dcorr). An example of a grid is shown in Figure 1. 
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Figure 1. Example of generating one spatially consistent random variable [2].
The interpolation is achieved via correlated random variables. After generating four independently and identically distributed (i.i.d.) random variables on the four vertexes Y0,0, Y0,1, Y1,0, and Y1,1, the number Yx,y at position (x, y) can be interpolated as:
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                 (1)
In this case, the interpolated parameter values will have some correlations. This provides a way to compute spatially consistent small scale parameters such as delays of clusters by interpolation. Correlation is introduced according to (1). However, this method fails to characterize the correlations between parameter values inside a grid correctly. Figure 2 illustrates a one dimensional example of this problem. It can be generalized to more dimensions.
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Figure 2. A one dimensional example of correlation between locations within a grid
Assume that locations A, C, D, and B are equally spaced on a segment with length dcorr. According to Method 1, A=Y0,0 and B=Y1,0, E[A∙A]=E[B∙B]=E[Y0,0 ∙Y0,0]=E[Y1,0 ∙Y1,0] and E[A∙B]=0 for the i.i.d. assumption, where E[∙] is the expectation operator. Since the four locations are equally spaced, it can be expected that locations separated with equal distance should have the same correlation, e.g.,
E[A∙C]=E[C∙D].
However, according to (1), parameter values at locations C and D are generated as
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The correlation between A and C is E[A∙C]= 
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 but the correlation between C and D is E[C∙D]= 
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. Therefore, E[A∙C]≠E[C∙D]. This means that equally spaced locations will have different correlation values, which is not preferred in a spatial consistency model. The root cause of incorrect correlation values in Method 1 is that the function 
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is not a memoryless function.
Observation 1: Method 1 has issues on the correlation between locations within a grid.
Method 2: Interpolation based on geometry
Another method for modeling spatial consistency was proposed in the QuaDRiGa channel model [3], which is the baseline model in [4]. The track of the receiver was divided into a number of segments. Clusters and their corresponding parameters for each segment are independently generated. The generation process can be aligned with the 3GPP 3D SCM. 
When a receiver moves within one segment, it cluster delays, cluster angular information, and cluster power are updated according to geometry between snapshots. An example is illustrated in Figure 3.
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Figure 3. Interpolation based on geometry in [3]

Assuming that two consecutive positions 
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 are observed, whose corresponding vectors relative to the last bounce are 
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, respectively. Then according to geometry, we have
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The correlation within one segment has been included as the update of cluster parameters is based on geometry. Also, the update is performed only to the last bounce to reduce complexity.
When the receiver moves from one segment to another segment, clusters in the old segment will be changed to clusters in the new segment as shown in Figure 3. To avoid sudden jump of cluster power, the power of the clusters in the original segment will be ramped down and the power of the clusters in the destination segment will be ramped up, to guarantee smooth transition [3]. The power ramping function is 
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The power ramping between the new and old clusters is shown in Figure 4. In this case, certain correlation is embedded in the power.
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	Figure 3. Modeling of transition between segments in [3].


	Figure 4. Power ramping between new and old clusters [3].




The interpolation of cluster parameters based on geometry in one segment may introduce extra complexity. How much complexity is introduced needs further evaluation, although this can be controlled by the granularity of segments.
Observation 2: Correlation between locations in Method 2 is modeled based on geometry. Method 2 may introduce extra complexity when interpolating cluster parameters based on geometry.
Method 3: Interpolation with correlated random variables and one-dimensional memory-less functions
The problem of Method 1 is that the function 
[image: image19.wmf]corr

/

1

d

x

-

is not a memoryless function. As a result, Method 1 fails to represent correlation between locations correctly, even in the one-dimensional case. Therefore, we propose another interpolation method as
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where Z0,0 is the random variable generated at position (0,0), 
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has the same distribution as Z0,0 but it is independent to Z0,0, (x,y) is the location of the RX, and 
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is the correlation distance of the random variable Z. Since Z can represent delay or AoAs etc, 
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may not necessarily have the same values for all parameters.
It can be easily seen that Method 3 is able to characterize correlation between locations in one dimension correctly, i.e., as in Figure 2, E[A∙C]=E[C∙D] if Method 3 is used. When locations A, C, and D are not in a straight line, Method 3 will still introduce certain error to correlation between locations. However, it is difficult to find a two-dimensional memoryless function. Method 3 has better characterization of correlations between locations than Method 1 and much lower complexity than Method 2. Therefore, as a compromise solution, Method 3 should be used to model spatial consistency.
3. Conclusions

This contribution made the following obervations on the two methods in [2] and [3] of spatial consistency modeling approaches:

Observation 1: Method 1 in [2] has issues on the correlation between locations within a grid.
Observation 2: Correlation between locations in Method 2 [3] is modeled based on geometry. Method 2 may introduce extra complexity when interpolating cluster parameters based on geometry.
Based upon these observations, a modfied approach is proposed:
Proposal: The interpolation method for spatial consistency shall be:
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