3GPP TSG RAN WG1 LTE Adhoc
R1-061830
Cannes, France, 27-30 June, 2006
Source:
ETRI
Title:
Handover cell search performance comparison of hierarchical and 


non-hierarchical schemes in tightly synchronized network.
Agenda Item:
4.2 SCH and Cell Search
Document for:
Discussion and Decision
I. Introduction

In the previous contribution [1], we have compared the performance of a non-hierarchical scheme (the one-SCH scheme) and a hierarchical scheme (the two-SCH scheme) in initial cell search environment with initial frequency offsets. And we showed that the non-hierarchical scheme is better than the hierarchical scheme in terms of initial cell search performance as well as receiver complexity. 
More important thing is the neighbor cell search performance in the idle or active (connected) state. In this contribution, we compare the performance of the non-hierarchical scheme and the hierarchical one in neighbor cell search environment. We focus only on the tightly synchronized network in this contribution. 
For simplification, we use the same SCH frame format for both schemes as in [1] which is designed to support efficient inter-RAT measurement.
II. Simple Simulation Model for Handover Cell Search Performance Comparison
Figure 1 shows the simplified 2-cell model. This model cannot reflect all the effects of real cellular environment, but it was devised to verify the performance of cell search scheme for the case of handover cell search with relatively simple simulations [2].
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Fig. 1 Two-cell model for handover cell search
There are two parameters, 
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. In WCDMA system, in order to support the seamless soft handover, the UE should find the target cell even though the power from target cell is less than the home cell (ex, 
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= -3 dB or -6 dB for two-way or three-way macroscopic path combining in UE’s rake receiver). However, 3G-LTE scheme supports the hard handover, implying that the condition from the handover from the home cell to target cell is carried out only when the value of 
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is larger than “0 dB”. Thus we assume 
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 = 0 dB throughout this contribution unless noticed otherwise.
III. SCH structure
We assume the same frame structure for both of the hierarchical scheme and the non-hierarchical scheme as shown in figure 2 and 3. The details of the structure are described in [1].
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Figure 2. The subframe structured containing the SCH symbol.
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Figure 3. Frame structure

IV. Handover Cell Search Algorithm in Synchronized Network
The first step (SCH symbol timing detection) used in initial cell search may not be required for handover search situation in tightly synchronized network. Figure 4 shows the basic handover search procedure. By using only the second step it can find neighboring cell ID (we assume that the hopping pattern and physical cell ID are one-to-one mapped). After detecting the target cell ID, the UE can find exact timing by taking the correlation between the received signal and the time domain replica of the cell specific SCH signal which corresponds to the identified hopping codeword ID. Even for the hierarchical scheme (as shown in figure 2-b), S-SCH should be used for the fine time detection because if we use P-SCH, then there exists a timing ambiguity between home cell and target cell in synchronous network.
In this contribution, in order to simplify the problem, we focus only on the physical cell ID detection procedure. 
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Figure 4. Neighboring cell search procedure in the synchronized network.
Figure 5 shows the detailed structure for the physical cell ID detector in handover search algorithm. It is almost the same as the second step detector in the initial cell search scheme [1] except two points. One point is that the handover searcher already knows the frame boundary, so the number of decision variables is reduced from 
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where 
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 is the number of SCH symbols in a 10 msec frame and 
[image: image14.wmf](

)

x

hy
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 is the kth GCL correlator output at the uth SCH symbol position.  
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is the physical cell ID of home cell. When there is no information about the neighboring cells, then 
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is the number of physical cell IDs in the system). If the UE can use the information of neighboring cells, then the number of hypotheses can be reduced. 
The second point is that the handover searcher employs home cell component nullification block as shown in figure 5. This block nullifies the GCL correlator outputs (P outputs among Px40, see figure 7 in the chapter VI) at the indices corresponding to the hopping pattern of the home cell. By employing the home cell component nullification block, the cell ID detection performance can be significantly improved in the worst case environment as will be shown in section VI.
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Figure 5. Cell ID detector for the handover cell search algorithm in synchronized network
Figure 6 shows the timing relation between home cell, target cell and handover searcher. Since the exact timing from target cell is unknown to the UE, the search reference timing is based on the frame timing from home cell as shown in the figure. In most cases, the candidate target cell is either a different sector cell within the same node B or one of the first tier cells surrounding the home cell. In this case the timing difference between the received signals from the home cell and the target cell (i.e. 
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 in Fig. 6) may be smaller than the CP length. But sometimes, the target cell can be one of the 2nd or 3rd tier cells and in this case, 
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may be larger than the CP length even with tight inter node B synchronization.  The cell search performance may depend on the length of 
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Figure 6. Timing relationship of handover searcher
V. Simulation Condition and Results
Table 1 shows the simulation assumptions. Unlike the initial cell search case, there is little frequency offset in neighbor cell search environment.
Table 1. Default simulation assumptions
	Transmission BW
	1.25 MHz

	Carrier frequency
	2 GHz

	FFT Size
	128

	CP length (NCP)
	10 sample

	Total Number of used subcarrier
	76

	Frequency offset
	200 Hz

	Number of active sub-carriers of the synchronization symbols
	38 for the hierarchical scheme (37 is null)                                   

75 for non-hierarchical scheme (37 for P-SCH, 38 for S-SCH)

	Number of GCL sequences (=alphabet size of hopping code)
	40

	Number of physical cell ID = number of hopping patterns (NCell)
	236 : see appendix A in [1]

	Number of hypothesis testing cells (Nhypo)
	19 (up to 2nd tier), 37(up to 3rd tier), 235 (without neighbor info.)

	Number of sync slots per 10 msec frame
	5

	Observation length for Cell ID detection 
	10 msec, 20 msec, 40 msec

	Channel Model
	TU (6 paths) 120 Km/hr

	Antenna configuration
	2 TX and 2 Rx (default antenna configuration)

	Antenna diversity
	TSTD at the Tx and EGC at the Rx

	Loading for data traffic channel
	Full load (100% loading) over 76 sub carriers
The same power between SCH and Data

	Received timing difference between the home cell and target cell
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VI. Performance Evaluation of the Non-Hierarchical Scheme

In this chapter, we investigate various design parameters which can impact on the neighbor cell search performance. We focus only on the non-hierarchical scheme in this chapter.
6.1. Performances with and without home cell component nullification technique.

As mentioned in the previous section, neighbor cell search performance can be improved by employing the simple home cell component nullification technique. Figure 7 shows the nullification technique. The 40 points at each SCH symbol position are the GCL correlator (square-law combined) outputs. Figure 8 shows the performances with and without nullification. Table 1 is used for basic parameters and we assumed there is no neighbor list information (i.e., the number of hypothesis testing cells 
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. It is found that the nullification technique brings about a significant performance improvement. Based on this result, the home cell component nullification technique is used throughout the simulations.
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Figure 7. Home cell component nullification example (hopping codeword for home cell : 5, 6, 7, 8, 9)
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Figure 8. Detection performance with and without home cell component nullification

6.2. Performances according to different values of 
[image: image33.wmf]targethom

/

e

II


Figure 9 shows the cell ID detection probability of the one-SCH scheme for various values of 
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. The basic parameters are shown in Table 1.  
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.  No information about neighboring cells is available to the UE, thus, the number of decision metrics is 235 (excluding the home cell). As mentioned earlier, 
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= 0 dB is the worst case since the EUTRA system assumes hard handover. The performance curves for 
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= -1 dB are provided for information. These results are obtained with an observation length of 10 msec. If the observation duration length is increased to 20 msec or more, the performance can be significantly improved (see Sec. 6.5). But there may be a trade-off between the performance and UE’s power consumption especially in the idle mode cell search. For the 10 msec observation length, we may draw two important points from the results:

· Worst case condition: The detection probability is above 90% when 
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 = -5 dB. The total SIR is about -6.2 dB.

· Typical handover situation: The detection probability is almost 99.8% when 
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= 3 dB and 
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 = 0 dB. The total SIR is -3 dB.
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Figure 9. Detection performance according to different values of 
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6.3. Performances with and without neighboring cell information
Figure 10 shows a cellular layout up to 3rd tier cell configuration. In order to enhance the neighbor cell search performance, each cell may broadcast the neighboring cell list information periodically. In this section, we investigate the cell search performance for different numbers of neighboring cells which are listed in the neighbor list message. The number of decision variables in the cell ID detector is the same as the number of cells in the neighbor list message; 19 cells up to the 2nd tier cells, and 37 cells up to the 3rd tier cells. Without any information, the number of decision variables becomes 235 (=
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Figure 10. Cellular layout example for neighboring cell search

Figure 11 shows the cell ID detection probability of the non-hierarchical scheme for different numbers of hypothesis testing cells. Again, the basic parameters described in Table I are used. It is assumed that 
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. Note that there is a significant performance improvement by using the neighboring cell list information. 
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Figure 11. Detection performances with and without neighboring cell information
6.4. Performances according to observation lengths
Until now, only the 10 msec observation length has been considered. In this section, we show the performances for different lengths of observation time. Figure 12 shows the detection performances for different observation lengths. It is found that the larger the observation length the better the detection performance.
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Figure 12. Detection performances according to different observation lengths
6.4. Performances according to different 
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Up to now, we assume the first arrival path from the target neighboring cell locates within CP length of home cell (i. e., 
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) But when we are considering the 2nd or 3rd tier cells, it may be larger than CP length. In this subsection we investigate the neighbor cell search performance when 
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. We assume 20 msec observation length and there is neighboring cell information (up to 2nd tier cells). From the figure we can find that the larger the range of 
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, the grater the performance degradation. But we can see that the performance degradation is not large. Anyway, when we use 20 msec observation length with neighboring cell information (up to 2nd tier cell) we can induce following fact from the results, 

· Worst case condition: We can see that the detection probability is above 97.5% when 
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 (The total SIR is about -6.2 dB).
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Figure 13. Detection performances according to different ranges of 
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                                                (20 msec observation length and Nhypo = 19)
6.6. Advantage of synchronized network in terms of neighbor cell search performance and UE’s power consumption in UE’s idle state.
The initial search is performed just once when the UE is turned on while the neighbor cell search is done more frequently (several hundreds or thousands times more frequent although the exact number depends on the UE’s mobility environment). Thus, the UE’s power consumption is more influenced by the neighbor cell search than the initial cell search.
The results in the previous sections show that only 10 or 20 msec observation time is sufficient for good performance in the neighbor cell search, benefiting from the synchronized network. In an asynchronous network, additional time is required because the first step should be employed as in initial cell search situation. Furthermore, in the case of the asynchronous network, the number of hypotheses increases to the sum of the uncertainties in the first and second steps so the neighbor cell detection performance is relatively poorer, compared with the synchronous network case.
And another important thing is that when the network operates asynchronously, we cannot employ the microscopic DRX technique for neighbor cell search in idle state. For the synchronous network case, however, we can employ the microscopic DRX technique. We believe that this technique can significantly reduce the power consumption of UE in idle state.

Figure 14 shows the microscopic DRX operation for the neighboring cell search in inter node B synchronous environment.
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Figure 14. The UE Rx power usage in 10 msec observation interval for neighbor cell search in UE’s idle state (assuming synchronized network)

VII. Performance Comparison of the Hierarchical and the Non-Hierarchical Schemes
In this section, we compare the neighbor cell search performance of the hierarchical scheme and the non-hierarchical one. The frame structure is shown in figure 2 and figure 3. The neighbor cell search scheme described in figure 5 is used for both schemes. It is assumed that the total power is the same for both schemes. And the power is evenly split to P-SCH and S-SCH for the hierarchical scheme. Figure 15 is the results when there is no neighbor cell information, the observation length is 10 msec and 
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. Figure 16 is the results when there is neighbor cell information (up to 2nd tier cell), the observation length is 20 msec and various ranges of 
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s. It can be seen that the non-hierarchical scheme has 3 dB gain over the hierarchical scheme for both cases. The reason of 3 dB performance degradation of the hierarchical scheme is the power division to P-SCH and S-SCH. If the P-SCH signals between neighboring cells are different each other, then the hierarchical scheme can employ the coherent demodulation. But even that case, the performance of hierarchical scheme cannot better than the one of non-hierarchical scheme (since 3 dB is the upper bound of coherent detection gain). And more important thing is, in order to support the coherent detection in hierarchical scheme, that the P-SCH signals in the (at least) 2nd or 3rd tier cells should be different each other. But this causes huge first step search complexity in initial cell search situation.
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Figure 15. Performance comparison of the hierarchical scheme and the non-hierarchical one
(without neighbor cell information, 10 msec observation and 
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Figure 15. Performance comparison of the hierarchical scheme and the non-hierarchical one

(with neighbor cell information and 20 msec observation)

VIII. Conclusion and Further Works
· In this contribution, we have compared the neighboring cell search performance of the hierarchical scheme and non-hierarchical one assuming tightly synchronized network.
· It was shown that the performance of the non-hierarchical scheme has 3 dB gain over the hierarchical one.
· According to TR25.913, one of the important requirement for the UETRA is to support efficient inter-RAT measurement to and from the GSM and WCDMA. We will present the cell search performance at the inter-RAT measurement environment in future meeting.
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