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1. Introduction 

OFDM based radio access for the downlink and adaptive modulation and coding scheme are considered for EUTRA [1],[2]. It has been proposed (e.g., [3]) that a coded block will be transmitted over several “chunks” of frequency sub-carriers, where different chunks can use different modulations. This method has been termed “chunk-dependent adaptive modulation”, in contrast to “chunk-common adaptive modulation” where all coded bits of a given code-block are mapped with the same constellation. Both schemes assume constant power allocation to all chunks. The performance of the two methods have been compared in [3] showing a small gain in the chunk-dependent method. Further complexity arguments against the chunk-dependent scheme have been presented in [4]. In this study we compare the two methods using a mutual information approach, which allows the analysis of mixed modulations in the same code block.
2. Modulation Assignment Schemes
2.1. Mutual Information Metric
The Mutual Information (MI) of a communication channel describes the theoretically achievable rate with a specific modulation constellation and perfect channel coding. In other words, a perfect code at rate R will be correctly decoded if the Mutual Information divided by the constellation size (in bits) is larger than R. The advantage of MI for our case is that it is an additive metric that can be used with mixed constellations, such that the above definition holds also in the case of multiple channels (e.g., independent frequency channels) with different constellations, where by MI we now mean the average MI’s of the individual channels and by constellation size we mean the average constellation size.
Figure 1 depict the Mutual Information, measured in bits/symbol, that is carried on different constellations through an AWGN channel, as a function of SNR. An independent extraction of the LLRs  from the constellation is assumed in computing these graphs.
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Figure 1  - Mutual Information of different constellation with LLR extraction.
By definition, the MI metric does not take into account the fact that the actually used codes, e.g., the Turbo Code assumed in [2], are not a perfect and therefore don’t achieve the theoretical capacity. We take the code imperfection into account by subtracting an empirical constant from the theoretical MI/bit. This means that we approximate the code performance by assuming that a code at rate R will be almost correctly decoded (with BLER<0.01) if the average Mutual Information per coded bit is larger than 
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. The code degradation is depicted in Figure 2, where the Turbo Code performance [1] of QPSK and QAM16, for an AWGN channel and a large block-code, is mapped against a perfect-code. The vertical axis (MI/bit) corresponds to the SNR which achieves BLER=0.01 for a specific Turbo code rate, where this SNR is translated into the MI/bit for the given constellation using the corresponding graphs in Figure 1. The fact that the Turbo-code QPSK and QAM16 data points coincide, and that for all rates they can be approximated by the perfect-code rate + 0.08, indicates that the MI metric is a good approximation of the code/constellation performance with
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We assume for the link adaptation that any code rate is available (in contrast to having only a discrete set) for all constellations. This assumption is reasonable in view of the HARQ mechanism which, when running on top of the link adaptation, generates an equivalent adaptive code-rate.

We also assume in this contribution perfect channel and SNR knowledge at the base station for each sub-carrier in each OFDM-symbol. 

We denote the number of chunks by N, the number of sub-carriers in a chunk by K, and 
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 is the SNR in the k-th sub-carrier of the i-th chunk. It is assumed that in both the chunk-common and chunk-dependent schemes all the sub-carriers in a given chunk have the same modulation. The chunk-common scheme further postulates that all chunks have the same modulation.
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Figure 2 – Needed Mutual Information for decoding various code rates
2.2. Chunk-Common Adaptive Modulation
We denote by 
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 the mutual information of a constellation 
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 (QPSK, QAM16 or QAM64), and by 
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 the size (in bits) of the constellation (i.e., 2 for QPSK, 4 for 16QAM, etc’).
We maximize the number of information bits that can be transmitted, i.e., choose the constellation 
[image: image9.wmf]Q

 which maximizes the average per-symbol rate RS:
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(1)
The code rate that is required for errorless decoding is then simply given by RS/|Q|.

2.3. Chunk-Dependent Adaptive Modulation
The chunk-dependent modulation chooses for the i-th chunk the constellation 
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 that maximizes, per-chunk, the per-symbol rate:
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Then, the achieved overall per-symbol rate is the sum over all chunks:


[image: image13.wmf]÷

ø

ö

ç

è

æ

-

=

å

å

=

=

K

k

i

ik

i

N

i

S

Q

snr

Q

I

K

N

R

1

1

|

|

)

;

(

1

1

d


(3)
And the code-rate that is required for errorless decoding is given by
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3. Simulation Results
3.1. Examples with static channels
Figure 3 shows an example of static flat fading: all chunks have the same SNR. The 3 colored curves correspond to the information rate per symbol (RS) for the 3 constellations, as a function of SNR, while taking into account the Turbo-code degradation relative to a perfect code. The chunk-independent scheme (e.g. 1) boils down to choosing, for a given SNR, the constellation which maximizes RS. Thus, the information rate as a function of SNR follows the hull curve of the 3 colored curves. The chunk-dependent scheme yields, in this case, exactly the same result, and is dot-plotted in black, coinciding with the hull curve. 
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Figure 3  Rate per symbol for static, flat fading channel
Figure 4 shows an example of a static channel where 2 chunks are transmitted to the UE, one with SNR1 and the other with SNR2=SNR1− 6dB. RS is plotted against the average SNR of the two channels. The chunk-common scheme yields, again, the hull-curve (not drawn in the figure). The chunk-dependent scheme, plotted in dotted-black, is slightly superior to the chunk-common with gain that is no greater (and mostly less) than to 0.55 dB.
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Figure 4 - Rate per symbol for 2 chunks with 6dB difference in their SNR
Figure 5 describes a single instance of a frequency selective, Rayleigh fading channel, where there is a large number of independently-fading chunks, and where there are two RX antennas. The information rate is plotted against the average SNR over all chunks. In this case, the gain of the chunk-dependent scheme (dotted black) is less than 0.6 dB compared to the chunk-common.
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Figure 5 - Rate per symbol for many, independent, Rayleigh faded chunks, with 2 Rx antennas
As shown in the next section, once the analysis is repeated for a time varying channel and the information rates are averaged over time, the difference shown above between the two schemes decreases and become more uniform across the SNR range.

3.2. Time varying channel 
The following scenario has been simulated:
	

Parameter
	Value

	Bandwidth
	10 MHz (used 9Mhz)

	Number of sub-carriers
	600

	Sub-carrier spacing
	15 kHz

	Chunk bandwidth
	375kHz (25 sub-carriers)

	Number of allocated chunks to user
	24

	Sub-carrier spacing
	15 kHz

	TTI length
	0.5 ms

	Multipath delay profile
	6-ray Typical Urban (TU)

	Modulation 
	               QPSK   16QAM   64QAM 

	Number of receiver antennas
	2

	Number of transmitter antennas 
	1


Figure 6 shows the throughput achieved with the two link adaptation schemes. The throughput is derived from the information rate that is computed by the method described above and averaged over time. The gain of the chunk-dependent scheme is less than 0.25dB, or a throughput increase up to 2.5%. Similar results were obtained for other ITU channels and chunk bandwidths.
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Figure 6
We also repeated the simulation for a code-degradation parameter larger than 0.08, which would increase the chunk-dependent gain because the chunk-common hull-curve would have a more pronounced “staircase” shape. For example, we tried an extreme case of 0.3. In this extreme case the chunk-dependent gain was up to about 1 dB. 
4. Conclusion
In this contribution we showed that Chunk-Dependent Adaptive Modulation has a very small gain compared to Chunk-Common Adaptive Modulation. We expect that the gain would somewhat increase when the Turbo-code is less efficient, i.e., with smaller code-blocks, but will remain well below 1 dB. 
We note that all the results in this report were obtained with a constant power allocation to all chunks. In the case of chunk-dependent power allocation, both schemes will gain and the relative gain between the two may differ from the case that has been studied in this contribution.
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