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1 Introduction
In 3GPP RAN1 #43 meeting, LDPC codes were discussed as a candidate channel coding scheme in both Uplink and Downlink. As shown in [1],[2], LDPC codes have less decoding complexity and higher decoding throughput than 3GPP Turbo Codes, meeting the system performance requirements for E-UTRAN in [3]. In [1] and [2], however, complexity analysis was performed with a specific H matrix used for encoding and decoding. In this contribution, we provide computational complexity analysis in terms of average weight of H matrix to compare LDPC with 3GPP TC in more general cases.
2 Complexity Comparison
As shown in Table 1, we use MAX-LOG-MAP and MIN-SUM algorithm, the simplest decoding algorithms for TC and LDPC respectively, to evaluate the computational complexity. For the computational complexity of Turbo decoder, only SISO decoders in Figure 1 are considered, because the amount of operations in other blocks such as interleaver and deinterleaver is dependent on hardware implementation and negligible comparing with that of SISO decoder. On the other hand, for LDPC decoder, we consider entire operations from the initializing decoding parameter block to syndrome check block in Figure 2. 

Table 1. Environment for the comparison between 3GPP TC and LDPC

	
	3GPP Turbo Code
	LDPC Code

	Decoding Algorithm
	Max-Log-MAP
	MIN SUM

	Main Computation
	Forward & Backward State Metric

Branch Metric
	Message Passing between Check node and Variable node

	Number of Iteration
	8
	25
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Figure 1. Turbo Codes Decoder
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Figure 2. LDPC Codes Decoder

Decoding complexity with Max-Log-MAP algorithm for 3GPP TC

A SISO decoder calculates three values, forward recursion, backward recursion, and branch metric, denoted by Alpha, Beta, and Gamma respectively, to find maximum likelihood sequence. Those three values are given by
Alpha – forward recursion
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Beta – backward recursion
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Gamma – branch metric   
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where,
· k

: index of stage
· K  

: the size of information block
· 2M 

: the number of state

· 
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: the information bit at stage k, corresponding to the transition from s’ to s
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: the soft output on information bit k
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: the branch transition probability

Table 2 shows the amount of operations in Turbo decoder in 1-iteration. Because the total number of operations is only related to K, the size of information block, the amount of computation does not change over different code rates.
Table 2. The number of operations in Turbo Decoder in 1-iteration
	
	MAX Operation(g)
	ADD Operation (f)

	Alpha
	2 * 2M * K
	2 * (2 * 2M)) * K

	Beta
	2 * 2M * K
	2 * (2 * 2M ) * K

	Gamma
	2 * (2 * 2M )* K
	2 * (4 * 2M )* K

	Total Operation
	8 * 2M * K
	16 * 2M * K


Decoding complexity with MIN-SUM algorithm for LDPC codes
The complexity of LDPC decoder is dependent on total weights of H matrix. Based on the decoding algorithm introduced in [2], the amount of operations can be expressed in terms of total weights and code rate. The number of ADD operations ( f ) and the number of Min. operations ( g ) in 1- iteration are given by
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: the number of MIN operation
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: the number of ADD operation
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: the size of codeword
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: the size of parity
· 
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: code rate
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: weight in mth row of H matrix
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: weight in nth column of H matrix
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: average row weight of H matrix
To evaluate total computational complexity, we add ADD operation and Min./Max. operation with the factor of 1.375, because conventional synthesis tool shows that the complexity of Min/Max operation is 1.375 times that of ADD operation under the condition of same length.
Total operation = ADD operation + 1.375 Min/Max operation
Figure 4 and Figure 5 show relative complexity of LDPC comparing with 3GPP TC at code rate 1/3 and 5/6 respectively. As the LDPC average row weight increases, the complexity of LDPC becomes higher. However, if we consider that existing LDPC codes achieve the comparable performance to TC with the average row weight less than 5 at code rate 1/3 and 20 at code rate 5/6, the complexity of LDPC will be less than 75% of  that of TC at R=1/3 and 38% at R=5/6.
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Figure 3. The comparison of computational complexity between LDPC and TC with code rate 1/3
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Figure 4. The comparison of computational complexity between LDPC and TC with code rate 5/6

3 Conclusion

Based on the computational complexity analysis which is much more favourable to TC than the analysis in [1] and [2] in that we focus on SISO decoders only without considering LUT, interleaver/deinterleaver, and the size of quantization, we still observe that the complexity of LDPC is much lower than that of 3GPP TC. Moreover, LDPC codes have more benefits in the aspect of hardware implementation, because decoding structure with bipartite graph in LDPC is much simpler than trellis structure in Turbo Codes. With well-designed LDPC structure supporting parallel processing, decoder throughput can be easily increased by more than 100 times[1][2]. Consequently, LDPC codes can be a competitive candidate for 3GPP LTE system.
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