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1 Introduction

This contribution contains a text proposal on general simulation assumptions and an evaluation methodology (SA&E) for estimating Evolved UTRA (EUTRA) and Release 6 UTRA performance in support of the “Evolved UTRA and UTRAN” study item (SI) [1,16]. Initial requirements for the Evolved UTRA and UTRAN were agreed to in the RAN Long-Term Evolution (LTE) meeting in March 2005 [2] and [15] are reflected or referenced in the described simulation assumptions and evaluation methodology.  

--------------------------- START OF TEXT PROPOSAL --------------------------------------------

2 System Performance Estimation

2.1 System Simulation Assumptions

To facilitate evaluation of EUTRA and HSDPA/HSUPA (UTRA) the simulation assumptions are largely based on assumptions given in the previous HSDPA [3] and HSUPA [4] study items and reflect requirements in 25.913 [15]. Assumptions for reference system deployment and reference UE and Node-Bs along with channel and traffic models are given in the following sections.  Scheduling and resource allocation as well as system and user performance metric assumptions are also included.

2.1.1 Reference System Deployments

2.1.1.1 Cell Dimensions

A Macro-cell reference system deployment type is considered sufficient to characterize UTRA and EUTRA performance. The system simulation baseline parameters for the Macro-cell deployment model are given in Table 2. The minimum set of simulation cases using assumptions in Table 2 are given in Table 1 along with additional assumptions related to carrier frequency (CF), Inter-site distance (ISD), operating bandwidth (BW), penetration loss (PLoss) and UE speed. .Note that 100% of the users for a given simulation case are assigned the same ‘PLoss’ and speed.
Table 1 – UTRA and EUTRA Simulation Case Minimum Set

	Simulation
	CF
	ISD
	BW
	PLoss
	Speed

	Cases
	(GHz)
	(meters)
	(MHz)
	(dB)
	(km/h)

	1
	2.0
	500
	10
	20
	3

	2
	2.0
	500
	10
	10
	30

	3
	2.0
	1732
	10
	20
	3

	4
	0.9
	1000
	1.25
	10
	3


Other scenarios may, and higher velocities (e.g. 120km/h) shall be also verified. 

Table 2 – Macro-cell system simulation baseline parameters

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance
	See Table 1

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 - 2GHz,   I=120.9 - 900MHz [7]

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 [6]

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m  (See D,4 in UMTS 30.03)

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss  
	See Table 1  [19-23]

	Antenna pattern [4] (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Carrier Frequency / Bandwidth
	See Table 1

	Channel model
	Typical Urban (TU) early simulations

Spatial Channel Model (SCM) later simulations

	UE speeds of interest
	3km/h, 30km/h, 120km/h, 350km/h

	Total BS TX power (Ptotal)
	43dBm - 1.25, 5MHz carrier,   46dBm - 10MHz carrier

	UE power class
	21dBm (125mW). 24dBm (250mW)

	Inter-cell Interference Modeling
	UL: Explicit modeling (all cells occupied by UEs), 

DL: Explicit modeling else cell power = Ptotal

	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Users dropped uniformly in entire cell
	


	Minimum distance between UE and cell
	>= 35 meters [5]


2.1.1.2 Downlink and Uplink Numerology

TBD based on candidate technology.

2.1.2 Channel Models

2.1.2.1 Multi-path Channel Models & Early Simulations

In order to simplify initial simulation work, and to facilitate the rapid generation of early results, the GSM Typical Urban channel model could represent a useful channel model. Alternatively, a set of ITU channel models could also be used. In order to keep the number of channel models to a minimum, the 6-ray Typical Urban channel model [24, Section C.3.4] may be the best candidate for early simulations (see Table 3) because of its larger delay spread.  Note for receiver/transmitter diversity and initial STC evaluation, there is less of a need for the SCM. 

Table 3 – Channel model for rapid generation of early simulations

	Channel Model Target
	Assumption

	Channel model for initial or early simulations
	Typical Urban (TU) for Micro, Macro cell


2.1.2.2 Spatial Channel Model (SCM)

In later detailed simulations (per the RAN EUTRA work schedule), to accurately address Multi-Antenna subsystem (MAS) performance for EUTRA, the Spatial Channel Model (SCM) [5] is needed (see Table 4). The SCM accounts for transmitter and receive antenna correlation and more accurately reflects the likelihood of formulating multiple streams (spatial sub-channels) for certain MIMO schemes. The SCM is also needed for Beamforming and SDMA (or Spatial Multiplexing). 

2.1.2.2.1 SCM and extension to wider BW

The SCM model [5] appears to be applicable to bandwidths above 5MHz [25] such as 10 and 20MHz.

Table 4 – Channel model for later simulations

	Channel Model Target
	Assumption

	Channel model for longer term simulations
	SCM (TR25.996)


2.1.3 Traffic Models

Proposed traffic models for evaluating EUTRA and UTRA performance are given in Table 5.  The traffic models are grouped in terms of Best Effort Packet Service type and Packet Service with Conversational Service (CS) like QoS type.  It is expected to reuse HSDPA/HSUPA traffic models with detailed parameters FFS.

Table 5 – Traffic Models

	Traffic Models
	Model Applies to

	Best Effort Packet Service
	

	FTP
	DL or UL with TCP feedback

	HTTP
	DL with TCP feedback on UL

	PS with CS like QoS
	

	VoIP
	DL and UL

	Streaming
	DL and UL

	Video Conferencing
	DL and UL

	Gaming
	UL


2.1.3.1 Latency analysis

In order for latency to be fully and (parameters for latency evaluation) formally analyzed a UTRA and EUTRA delay model is needed.  Such a model is needed for the ongoing work in RAN1 and RAN4.  Also key protocol simulation models (e.g. TCP congestion, slow start, etc) should be detailed enough to reflect their impact on latency (e.g. modeling TCP ACKs on the uplink when modeling downlink packet transmissions).

2.1.4 System Performance Metrics

Performance metrics (user throughput, cell throughput, FER, etc) are described in [3] and [4] and can be reused for UTRA and EUTRA evaluation.  It is important to ensure that SDMA and MIMO are properly handled in an uplink wrap around model. It is important to ensure that SDMA, MIMO, and macro-diversity schemes are properly handled for the downlink if only populating the center cell site with users. Link budgets promote easier interpretation of system simulation results and it would be useful to include them along with simulation results and assumptions.

2.1.5 Reference Release 6 (UTRA) UE

Reference UTRA UE parameters are given in Table 6. Note a differential offset from maximum UE transmit power equivalent to g=MAX(Cubic Metric - 1, 0) should be included in the system simulations for each uplink UTRA (HSUPA) transmitter configuration used. Cubic metric is defined in [17, 18].

Table 6 –Reference UTRA UE parameters

	Parameters
	Model Assumptions

	Receiver
	Performance Type 1 (Rx Diversity)

	Transmitter
	1 Antenna

	Antenna gain
	0 dBi

	Noise Figure
	9dB

	HSDPA UE Capability Category
	14Mbps (15 codes) ,   Capability Category 10    

	HSUPA UE Capability Category
	CC6: 2Mbps TTI=10ms,  5.76Mbps  TTI=2ms 

	Multicast
	S-CCPCH soft combining for multicast


2.1.6 Reference EUTRA UE

Reference EUTRA UE parameters are given in Table 7. Note a differential offset from maximum UE transmit power equivalent to g=MAX(Cubic Metric - 1, 0) should be included in the system simulations for each transmitter configuration used for a given EUTRA MA scheme. Hence, for each transmitter configuration the Cubic Metric [17, 18] is computed and the maximum UE transmit power is reduced by g.

Table 7 – Reference EUTRA UE parameters

	Parameters
	Model Assumptions

	Receiver
	2 Antennas

	Transmitter
	1 Antenna

	Antenna gain
	0 dBi 

	Noise Figure
	9 dB

	MIMO
	support for 2x2 downlink MIMO

	Peak to Average/Cubic Metric
	Should be specified based on MA used


2.1.7 Reference Release 6 (UTRA) Node-B

Reference UTRA Node-B parameters are given in Table 8.

Table 8 – UTRA Reference Node-B

	Parameters
	Model Assumptions

	Node-B Transmitter
	1 Antenna

	Node-B Receiver 
	2 Antennas – Rake,   Ideal antenna de-correlation 

8 fingers assignable per UE

	BS antenna gain plus cable loss
	14 dBi for micro, macro cell case

	Node-B HS-DSCH codes (N)
	N = 15 – DPCH code overhead

	Noise Figure
	5 dB

	Pilot channel power overhead (P_PILOT)
	10% (CPICH)

	Common channel power overhead

(P_OVHD)
	10% (SCH, P-CCPCH, S-CCPCH)

	DL HSUPA channel power overhead (P_HSUPA)
	[8]% (E-AGCH, E-RGCH, E-HICH)

	Power available for 

HS-DSCH/HS-SCCH/DPCH
	100% - P_PILOT - P_OVHD – P_HSUPA  

	HS-SCCH
	Explicitly modeled else 5% power overhead

	DL DPCH (F-DPCCH or Assoc.)
	Explicitly modeled else 10% power overhead


2.1.8 Reference EUTRA Node-B

Reference UTRA Node-B parameters are given in Table 9. Any additional support of number antennas beyond two (e.g. to support SDMA or Beamforming) at the Node-B is beyond what is given in the requirements document [2] and is FFS.

Table 9 – EUTRA Reference Node-B

	Parameters
	Model Assumptions

	Node-B Transmitter
	2 Antennas

	Node-B Receiver 
	2 Antennas

	Noise Figure
	5 dB

	BS antenna gain plus cable loss
	14 dBi for micro,macro cell case

	Pilot channel overhead 
	Total time and/or power resources dependent on MA and numerology are given or accounted for in simulation.

	Control channel overhead


	Total time and/or power resources dependent on MA given or accounted for in simulation

(includes sync, paging, L1/2 signaling, resource allocation, HARQ feedback, etc)


2.1.9 Scheduling & Resource Allocation

Various scheduling approaches will have performance and overhead impacts and will need to be aligned.  Scheduling issues include support for conversational and streaming traffic and fairness in general. 

2.1.9.1 Proportional Fair or other Scheduling 

A description of scheduling and resource allocation schemes simulated should be provided. For frequency specific scheduling, the feedback approach, delay, and feedback error assumptions should also be indicated.

2.1.9.2 Fairness criteria

EUTRA and UTRA performance evaluation and comparison require that fairness be preserved or at least known in order to promote apple and apple (fair) comparisons.  Fairness is defined as the normalized user packet call throughput CDF.

2.2 Multi-antenna Subsystems

2.2.1 MIMO

In the evaluation of MIMO techniques for EUTRA MA candidates the following areas need to be aligned.  It is necessary to provide non-MIMO performance as a benchmark before or along with MIMO performance. A generic MIMO scheme is assumed for the study item [16] simulations (See ANNEX C). Specific MIMO schemes simulated for the work item phase should be accurately described.

Table 10 – MIMO issues for achieving alignment

	Issues
	Details

	Idealized generic MIMO model
	

	Non-ideal receiver issues
	 Non-ideal channel estimation, antennas (non-ideal patterns formed)

	SNR estimation for LLR extraction
	

	MIMO antenna geometry
	

	MIMO feedback
	Rate, delay, error

	CQI feedback
	Rate, delay, error

	HARQ ACK/NACK
	Error rates/probabilities


2.2.2 SDMA/Beamforming

More than 2 EUTRA Node-B antennas are likely needed to evaluate SDMA and Beamforming. Defining reference EUTRA Node-B with 4 or more antennas is TBD.

2.3 System Configuration and Performance Topics

2.3.1 Frequency Re-Use Assessment 

It is important to properly account for effects of 1x1 and 1x3 frequency reuse
 on data channel performance and control channel reliability. Improvements from 1x3 should be characterized in terms of transmit power, coding gain differences, other cell interference, and loading. 

2.3.2 Frame Signaling Reliability [TBD]

2.3.3 Macro Diversity Performance

It is key that macro diversity gain in the context of the new E-UTRA air interface is reassessed. Effects of macro diversity techniques (soft handoff, fast cell selection, multicast) should be evaluated with each traffic type and account for mobility. For example, it is important to account for a user that is not always attached to the best coverage cell due to delays in cell reselection.

2.3.4 Timing synchronization 

Timing synchronization assumptions are important in determining guard interval requirements for unicast and broadcast modes.  Such assumptions are FFS.

2.3.5 RACH Channel Performance [TBD]

3 Evaluation Methodology

Evaluation components such as spectral efficiency and throughput requirements are given in [15] for characterizing performance of a EUTRA MA proposal and determining whether it meets relative improvement requirements over Release 6 UTRA. The evaluation should at least be performed for a 10MHz bandwidth mode at 2.0GHz and a 1.25MHz bandwidth mode at 900MHz as given in Table 1. It is highly desirable to eventually show 20MHz performance results as well.

3.1 Traffic Outage and Latency requirements

Outage requirements for the different traffic models are needed for alignment. System loading is limited by the outage limit for each traffic type. Outage should also be conditioned on signaling reliability. That is, signaling error types that would result in extra packet loss or retransmissions that would significantly affect performance should be modeled or reported. Note that user packet call throughput by definition [3][4] includes the effects of packet scheduling delay. See Annex B for examples of evaluation approaches.

Table 11 – Traffic Outage and Latency requirements for determining maximum load

	Traffic Type
	Outage Limit and Definition

	HTTP – Web Browsing with TCP
	2% outage based on user packet call throughput < P 

P=128Kbps for BW>2.5MHz otherwise P=32Kbps

	FTP – with TCP
	2% outage based on user packet call throughput < Q 

Q=128Kbps for BW>2.5MHz otherwise Q=32Kbps

	VoIP
	2% outage based on user having < 98% of its speech frames delivered successfully within [40] ms (air interface delay).

Consecutive speech frames erased < [0.05]% of time

	S Kbps Streaming Video

S=128 for BW >2.5MHz otherwise 64
	2% outage based on user having > 2% dropped packets

	Video Conferencing
	Audio same as VoIP; Video same as Streaming


ANNEX A - Link to System mapping methodology

Link level assumptions

The link level issues that need to be addressed in order to achieve alignment are given in the following Table. Simulation results should indicate the link to system level mapping methodology used and show supporting link results or give references to such material.

Table 12 – Link Level issues for achieving alignment

	Issues
	Details

	DL Modulation
	QPSK, 16QAM, 64QAM

	UL Modulation
	 BPSK, QPSK, 16QAM, [64QAM]

	Coding for data channel and Mother code rate
	Turbo, LDPC

	Coding for control channel and Mother code
	Turbo, Convolutional, other

	DL Peak rates
	

	UL Peak rates
	

	Non-ideal receiver functions
	Channel estimation, 

	Available Mappings
	MIESM, EESM, ECM, QSA, AVI, etc

Account for HARQ, IR, and MIMO




Maximum SNR per channel  

For high SNR operation especially with high order modulation or MIMO schemes it will be important to understand practical apparatus impacts and this can be performed by addressing the following topics

Table 13 – Maximum SNR limit dependencies

	Issues
	Details

	EVM
	

	Phase and Doppler self interference
	

	Adjacent carrier interference
	 

	UE A/D and baseband filtering
	

	Antenna front-to-back ratio
	[20]dB

	Non-ideal sector isolation
	

	Unrecovered power
	


ANNEX B – Examples of Cell and User throughput evaluation

Two evaluation approaches are given. One approach is to load the UTRA and EUTRA systems to several different levels were at each level the 5% user throughput CDF value is computed.  This allows the UTRA and EUTRA comparison based on two curves of load or sector throughput vs. 5% user t-put CDF. Another approach is to load each system up to a level corresponding to a user packet call throughput cdf outage (e.g. 2%) and then compare the corresponding 5% CDF user throughput values as well as the average cell and user throughputs.
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Figure B1 – Example of User vs. Sector per Hz throughput with 5% CDF user throughput given at 2% outage point.
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Figure B2 – Example of 5% CDF User throughput vs. Sector throughput (per Hz)

ANNEX C Generic MIMO and SDMA Scheme Description
C1: MIMO

Multi-stream MIMO operation refers here to the synthesis of one or more symbol streams on each OFDM sub-carrier, enabled by provisioning multiple antennas at the Node-B and UE, as defined in the classical MIMO definition – the maximum number of streams achievable is equal to max (N, M) where N is the number of transmitting antennas available at the Node-B, and M is the number of antennas available at the UE.

MIMO techniques are generally classified into two categories. The first category includes techniques where the transmit array is assumed to have knowledge of the channel responses between the transmit array and the receive array. This category is sometimes called “MIMO with optimal power allocation” or “closed-loop” MIMO (because of the need for a “closed-loop” feedback mechanism that enables the receive array to provide channel information to the transmit array). The second category includes methods where the transmit array does not have channel knowledge. The second category is sometimes called “MIMO with uniform power allocation” or “Open-Loop MIMO.”  The generic block diagrams of “closed-loop” and “open-loop MIMO schemes are shown in Figure 1 and Figure 2 respectively.
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Figure 1. Generic Block Diagram of Closed Loop MIMO

In these figures, s and z are the vector of input and output OFDM symbols, w is a (NxM) matrix of channel responses, X and Y are vectors of transmitted and received symbols. Note that w is equivalent to h and x == u and y == r in the equations in Section C1.1.
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Figure 2. Generic Block Diagram of Open Loop MIMO

C1.1 Generic Closed Loop MIMO Algorithm Description:

Consider the case where we have 
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If the observation at the 
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-th UE antenna at some symbol epoch is denoted 
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Consider next the Singular Value Decomposition (SVD) of 
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where 
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Say we elect to signal from the Node-B to the UE using the first 
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The observed signal vector 
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 is then given by:
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where  the additive noise component has 2nd-order statistics given by 
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Processing the received vector 
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Here, the variance of 
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This process can be repeated for each of the distinct left singular vectors of the channel (assuming, as stated above, that 
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), where each of the resulting signalling paths is commonly referred to as a ‘stream’.

Note that, the noise component on each the symbol observation on each stream has the same variance (
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These highly simplified derivations provide a basis – albeit a crude one – for an initial implementation of MIMO in both the OFDM link and system simulators. The following assumptions need to be made:

1. In each OFDM sub-carrier, the channel can be assumed to be ‘flat’ and hence the 
[image: image51.wmf]MN

´

 matrix 
[image: image52.wmf]H

 defined in equation 
(0.1)

 can be directly applied. In this case, the  GOTOBUTTON ZEqnNum358642  \* MERGEFORMAT -th sub-carrier would be assigned matrix 
[image: image54.wmf]p

H

. An obvious simplification, however, would be to take into account the channel coherence frequency, and divide the frequency domain into groups of contiguous sub-carriers with a shared channel matrix.

2. The Node-B has ideal knowledge of the channel. This is implicit in the availability of the channel matrices 
[image: image55.wmf]p

H

. In a subsequent stage of the work, practical channel feedback quantization and delay would need to be taken into account.

3. The Node-B has ideal knowledge of the stream SNR (i.e. the stream CQI is available with ideal quantization and without delay).

Importantly, the received noise vector 
[image: image56.wmf]n

 can be modeled as varying in both frequency and between antennas. Specifically, just as the channel matrix can be assigned a sub-carrier dependency, the observation noise vector variance can be made dependent on the sub-carrier index 
[image: image57.wmf]p

.

The received observation vector on the 
[image: image58.wmf]p

-th sub-carrier can then be expressed as:
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with recovery of the QAM symbol on the 1st sub-stream given by:
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If we further permit the interference on each receiver antenna to be independently and normally distributed, but to have different variance per antenna, that is:
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then the noise variance on the 1st stream is given by:
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More generally, still (and this is a core element of the SCM model that needs to be recognised) if we permit the noise process per sub-carrier to be spatially correlated, with correlation matrix 
[image: image63.wmf]p

R

, then the noise variance is given by:
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and the stream SNR is given by:
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Note in this simplified generic MIMO approach, u is only adapted to the desired cell but not the interfering cells hence performance will not be optimal.

C1.1 Generic Open Loop MIMO Algorithm Description: TBD
C2. Spatial Division Multiple Access (SDMA)

Spatial Division Multiple Access (SDMA) is the practice of using array processing techniques to permit multiple users to share the same time and frequency resources. Because users are multiplexed in the spatial domain rather than in the code domain as in CDMA, no additional bandwidth (other than that required for channel estimation, link maintenance etc.) is required for SDMA. SDMA systems have generally been described in the context of an antenna array operating at a base station that is communicating with multiple, single or multi-antenna subscriber devices. 
A base station with an antenna array can implement SDMA in both the uplink and downlink. In the uplink as shown in Figure 3, multiple users transmit to the base station on the same time-frequency resources, and the base station separates the transmissions on the basis of the distinct vector channel responses between the transmitting devices and the base station antenna array. In downlink SDMA as shown in Figure 4, multiple independent data signals are beam-formed with a transmit array in such a way as to form non-interfering spatial channels between the transmit array and each subscriber device. 
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Figure 3. Generic Block Diagram of RX SDMA (Uplink)
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Figure 4. Generic Block Diagram of TX SDMA (Downlink)

C2.1 Generic RX SDMA Algorithm Description: TBD 

C2.2 Generic TX SDMA Algorithm Description: TBD
--------------------  END OF TEXT PROPOSAL ------------------------------------------------------

4 Conclusion

This contribution proposes a text proposal for baseline simulation assumptions and evaluation criteria (SA&E) for EUTRA and UTRA (HSDPA/HSUPA) for selecting EUTRA radio access schemes. A basic set of SA&E is needed to provide some level of confidence and minimal consistency when results are presented by different companies. Calibration between companies is not seen as mandatory and is of course at their discretion.
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� Frequency reuse of a x b where ‘a’ is site reuse and ‘b’ is sector reuse.
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