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Summary:

System performance with incremental redundancy (IR) using fixed TTI (2ms) shows significant improvement at high speeds over Chase without changing modulation and encoding rate on retransmissions. Open loop transmit diversity (STTD) increases average packet call throughput by 10 to 20% and results in an improved per user packet call throughput cdf (see Tables 1, 2, 3) as well as a reduction in residual FER. Finally, it was shown that with a mixture of traffic and channel models along with a fair scheduler that IR outperformed Chase by about 17%.

IR system performance (fixed TTI, fixed modulation and encoding rate on retrans.)

Table 1,2,3 show system performance metrics for 3, 30, and 120kph using the ETSI traffic model and maximum C/I scheduler for Chase and IR Hybrid ARQ.  In the case of IR the TTI was fixed  and the selected modulation and encoding rate was used for the first transmission and subsequent retransmissions of a given packet. That is, the same systematic bits used on the first transmission were also used on subsequent retransmissions but the parity bits were different.  At slow speeds there was little improvement due to IR but at 30 and 120kph the system could support 30% more users for similar sector throughput and per user packet call throughput levels while achieving a significant reduction in residual FER.

Table 1 System Performance statistics for 3kph
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Table 2  System performance statistics for 30kph
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IR, O75uefsector, noTxDiv | 2037 886 | 732,067 04/05/10/26/56/76 28/412 231 | #6.1754.3/553/64.1 /617 /56.0
IR, 100uefsector, noTxDiv | 2311423 | 701211 10714725/ 42 /65 /82 10.8/41.1 438 | 36.2/47.4/54.0/64.1/63.1 /576
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IR, O75uefsector, TxDiv | 2,060,791 | 896521 04/05/08/21/60/67 00/36 218 | 43774987506 /666/522/473
IR, 100ue/sector, TxDiv | 2371467 | 890576 11/13/21/38/59 /73 0.1/57 418 | 38.6/46.4/50.8/586 /54.5/48.2





Table 3  System performance statistics for 120kph

[image: image3.png]Single Rayleigh Ray, 120kph, FR

Blk

Max C/l, Mod. ETSI

30% Overhead

1TI=2.00ms _AMC, HARQ, no FCS

[Average Thruput Stat User Packet Call “UEs with Ay FER
#Users per sector, Center Cell Throughput CDF Residual FER | #DCHs
Max ovsf codes Service | Packet call <16k/32K/64k128K/384K/ M| >10-2 / >0 rqd | (4.25/4.5/4.75/16.5/16.625/16.75)
(bps) (bps) () () ) ()
IR, O75uefsector, noTxDiv | 2,151 377 | B32606 02/03/06/18/49/69 00/76 195 |405/487 /5055857562750
IR, 100ue/sector, noTxDiv | 2438911 | 787.429 08/10/18/37 /B0 /76 06/109 393 [360744.7/50.4 /B0.1/58.8/525
Chase, S0ue/sector, noTxD| 1565051 | 888,240 00/01/01/04/33/65 047314 75 | 398/515/572/598/63.1/67.0
Chase, 75ue/sector, noTxD| 1939826 | 742955 04/06/11/29/59/77 10.4/419 265 |38.2/49.7/58.4/63.4/67.5/59.7
IR, O075uefsector, TxDiv | 2,109,110 | 959621 02/03/06/15/45/64 00701 192 |40.1/46.0/47.2/517 7477 /435
IR, 100ue/sector, TxDiv | 2421223 | 949532 09/11/18/35/57 /69 0.0/0.4 389 | 37.6/442/48.4/550/50.6/ 448





IR system performance w/wo Transmit Diversity

Open loop transmit diversity (STTD) increases average packet call throughput by about 10 to 20% and results in an improved per user packet call throughput cdf (see Tables 1, 2, 3) as well as a significant reduction in residual FER.

IR vs Chase system performance for mixture of Traffic and Channel models

For a mixture of HTTP, FTP, WAP and 32kbit/s streaming Video users along with a mixture of channel models with different speeds and delay spread profiles (see Annex B), IR with fixed TTI and fixed modulation and encoding rate on retransmissions outperformed Chase by about 17% as shown in Figure 1.
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Figure 1. System simulation results IR and Chase for mixture of traffic and channel models.

Conclusion:

It was shown that up to a 30% capacity benefit from IR is obtained by simply fixing the modulation and encoding rate on retransmissions to be the same as the first transmission thus avoiding the complication that arises if the modulation and encoding rate are allowed to change on retransmissions.  Also it was shown that the same IR method provided about a 17% capacity improvement over Chase for a system with a mixture of traffic and channel models using a proportional fair scheduler.

References:

[1]
Motorola. HSDPA system performance based on simulation II. TSG-R1 document, TSGR#17(00)1397, 20-24th November 2000, Stockholm Sweden, 8pp.

[2]
Nokia, Ericsson, Motorola. Common HSDPA system simulation assumptions. TSG-R1 document, TSGR#15(00)1094, 22-25th, August, 2000, Berlin, Germany, 12 pp.

[3]
Motorola. Evaluation Methods for High Speed Downlink Packet Access (HSDPA). TSG-R1 document, TSGR#14(00)0909, 4-7th, July, 2000, Oulu, Finland, 15 pp.

[4]
Motorola. HSDPA system performance based on simulation. TSG-R1 document, TSGR#16(00)1240, 10-13th October 2000, Pusan Korea, 12pp.

[5] 
1xEV-DV Evaluation Methodology – Addendum, C50-20010611-018-1xEV-DV-Evaluation-Methodology-Addendum.doc, WG5 Evaluation AHG, 3GPP2, June 13, 2001

ANNEX A

System Simulation Assumptions

The following parameters related to HSDPA features were used:

· MCS selection based on CPICH measurement (RSCP/ISCP)

· MCS update rate: once per 3 slots

· CPICH measurement transmission delay: 3 slots   

· Selected MCS can be applied after 3 slot delay upon receiving measurement report

· Std. dev. of CPICH measurement error: 0

· CPICH measurement rate: once per 3 slots (sampling is 0.67ms, IIR filter sampled once per 3 slots using IIR filter with coefficient of 0.3 (new data weighted by 0.7)) 
· CPICH measurement report error rate: 0 %

· Frame length for fast HARQ: TTI length = 2.00ms

· Fast HARQ feedback error rate: 0%

· Channel Model: 3, 30, 120 kph, single Rayleigh ray with 0.98 fraction of recovered power, also mixture as given in Annex B.

· Maximum C/I scheduler (see [2]) and Proportional Fair Scheduler

· Modified ETSI Call model (see [2]) and Mixture.

· Throughput measurements are for center cell.

· Packet inter-arrival time was 6ms.

· Note control channels were not dynamically modeled  in terms of required power. A fixed overhead of 10% was assumed. (see Table A1)

Basic system level parameters:

The basic system level simulation parameters are listed in Table A1 [2] below.

Table A1. Basic system level simulation assumptions.

	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	19 sites

	Site to Site distance
	2800 m
	

	Antenna pattern
	As proposed in [4]
	Only horizontal pattern specified

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometres

	CPICH power
	-10 dB
	

	Other common channels
	- 10 dB
	

	Power allocated to HSDPA transmission, including associated signaling
	Max. 70% of total cell power
	

	Slow fading
	Similar to UMTS 30.03, B 1.4.1.4 
	

	Std. deviation of slow fading
	8.0 dB 
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m   
	See D,4 in UMTS 30.03.

	Carrier frequency
	2000 MHz
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	9 dB
	

	Max. # of retransmissions
	15
	Retransmissions by fast HARQ


	Fast HARQ scheme
	Chase combining or IR combining
	Dual stop-and-wait

	BS total Tx power
	42.3 dBm
	

	Active set size
	Up to 3
	Maximum size

	Specify Fast Fading model
	Jakes spectrum
	Generated by Filter approach 


ANNEX B

Traffic and Channel models for System Simulation

Table B1 below shows the data-traffic model parameters for the modified ETSI model [2]. 

Table B1 Data-traffic model parameters for modified ETSI model

	Process
	Random Variable
	Parameters

	Packet Calls Size
	Pareto with cutoff
	Α=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

	Time Between Packet Calls
	Geometric
	μ = 5 seconds

	Packet Size
	Segmented based on MTU size
	(e.g. 1500 octets)

	Packets per Packet Call
	Deterministic
	Based on Packet Call Size and Packet MTU

	Packet Inter-arrival Time

 (open- loop)
	Geometric
	μ = MTU size /peak link speed 

(e.g. [1500 octets * 8] /2 Mb/s = 6 ms)

	Packet Inter-arrival Time

 (closed-loop)
	Deterministic
	TCP/IP Slow Start 

(Fixed Network Delay of 100 ms)


Table B2 below shows the different channel models used for simulating a non-homogeneous radio environment were users experience different speeds and multi-path. A channel model corresponds to a specific number of paths, path delay and power profile, and Doppler frequencies for the paths.

Table B2 Channel Models

	Channel Model
	Multi-path Model
	# of Fingers
	Speed (kmph)
	Fading
	Assignment Probability

	Model A
	Flat
	1
	3
	Jakes
	0.30

	Model B
	3-ray
	3
	10
	Jakes
	0.30

	Model C
	2-ray
	2
	30
	Jakes
	0.20

	Model D
	Flat
	1
	120
	Jakes
	0.10

	Model E
	Single path
	1
	0, fD=1.5 Hz
	Rician Factor K = 10 dB
	0.10


In the non-homogenous case, the channel models are randomly assigned to the various users according to the probabilities of Table B2 at the beginning of each drop and are not changed for the duration of that drop.  The assignment probabilities given in Table B2 are the percentage of users with that channel model in each sector.

The Fractional Recovered Power (FRP) and Fractional UnRecovered Power (FURP) are given in Table B3. FURP shall contribute to the interference of the finger demodulator outputs as an independent fader.
Table B3 Fractional Recovered Power and Fractional UnRecovered Power

	Model
	Finger1 (dB)
	Delay
	Finger2 (dB)
	Delay (Tc)
	Finger3 (dB)
	Delay (Tc)
	FURP (dB)

	Flat
	-0.06
	0.0
	
	
	
	
	-18.8606

	3-ray
	-1.64
	0.0
	-7.8
	1.23
	-11.7
	2.83
	-10.9151

	2-ray
	-1.67
	0.0
	-11.08
	1.23
	
	
	-6.16185


In the non-homogenous case, the data-traffic models are randomly assigned to the various users according to the probabilities of Table B4 at the beginning of each drop and are not changed for the duration of that drop.  The assignment probabilities given in Table B4 are the percentage of users with that channel model in each sector. The Traffic model parameters for each type is given in Tables B5,6,7,8. Further information on the traffic models is given in [5].

Table B4 Video Streaming Traffic Model Parameters

	Traffic Model
	Probability of being Assigned

	WAP
	0.5643

	HTTP
	0.2443

	FTP
	0.0929

	32kbit/s Streaming Video
	0.0985


Table B5 Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 125bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 20bytes
( = 1.2
	K = 2.5ms
( = 1.2


Table B6 WAP Traffic Model Parameters

	Packet based information types
	Size of WAP request
	Object size
	# of objects per response
	Inter-arrival time between objects
	WAP gateway response time
	Reading time

	Distribution
	Deterministic
	Truncated Pareto

(Mean= 256 bytes, Max= 1400 bytes)
	Geometric
	Exponential
	Exponential
	Exponential

	Distribution
Parameters
	76 octets
	K = 71.7 bytes,
( = 1.1
	Mean = 2
	Mean = 1.6 s
	Mean = 2.5 s
	Mean = 5.5 s


Table B7 FTP Traffic Model Parameters
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Table B8 HTTP Traffic Model Parameters
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