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1. Introduction

At the TSG RAN WG1 meeting #21 it was decided to use an incremental redundancy (IR) scheme for the HARQ. In this contribution, a IR scheme based on the rate matching mechanism present in R’99 is proposed for generating the different redundancy versions. It should be noted that Chase combining, where identical sets of coded bits are transmitted in response to a retransmission request, is a special case of IR.

The IR scheme chosen should fulfill the following requirements:

· Chase combining, i.e., the use of a single redundancy version, should be possible as decided by the network, taking UE capabilities and resources into account.

· The current R’99 functionality should be reused if possible.

· The contents of each redundancy version should be fully determined by the signaling on the shared control channel and not depend on control signaling associated with previous transmissions. 

· The number of different redundancy versions should be kept fairly small in order to minimize overhead and to keep the scheme simple.

· A variety of different payload sizes should be supported, i.e., there is a need for a rate matching mechanism. Note that the number of spreading codes and the modulation scheme can change between retransmissions.

· The available buffer capacity at the UE should be taken into account as it places a lower bound on the effective code rate possible. Unnecessary buffering should be avoided as it increases the UE complexity.

In this contribution, a simple scheme supporting incremental redundancy and fulfilling the above requirements through the reuse of current functionality is proposed.

2. Proposed Scheme

In previous contributions [1], it was shown that the largest gains with IR compared to Chase occurred at the higher code rates, especially in conjunction with higher order modulation. For lower code rates, the additional coding gain resulting from transmitting additional parity bits was rather small compared to retransmitting already  transmitted bits (Chase combining). It should also be noted that the current 3GPP Turbo coder has a code rate of 1/3, implying that all lower rates must be accomplished through repetition. Based upon this, two different redundancy versions are considered sufficient:

· a first redundancy version consisting of all the systematic bits and whatever amount of parity bits that will fit in the TTI, and

· a second redundancy version consisting of parity bits only.

If a retransmission is requested after transmitting the initial redundancy version, the Node B can either decide to retransmit the first redundancy version and rely on Chase combining, or transmit the second redundancy version to benefit from the additional IR gain (conditioned on sufficient buffering capacity being available in the UE). Further retransmissions (third, fourth, etc) can alternate between the two redundancy versions as decided by the Node B. The effective code rate after a single retransmission (assuming no change in the number of spreading codes and the modulation scheme used) is below, or equal to, 0.5 and most of the additional coding gain has been accounted for. The effective code rate is defined as ni/(ni+np), where ni is the number of information bits and np the number of unique parity bits. Furthermore, note that the second redundancy version contains parity bits only and no systematic bits (i.e., it is not self-decodable).  Self-decodability is only useful if the initial transmission encountered bad channel conditions, in which case there anyway is no incremental redundancy gain and hence it is a better choice to retransmit the first redundancy version [3].

Depending on the available buffering capacity in the UE, the number of parity bits that can be transmitted will vary. Note that the available buffering capacity will vary over time, e.g., depending on whether all HARQ processes are currently active or not. The proposed scheme will take the buffering capacity into account when determining the amount of parity bits to transmit in response to a retransmission request. 

The proposed scheme, illustrated in Figure 1, is based on the R’99 matching mechanism [2] and uses two cascaded rate matching stages.

The first stage is used to match the amount of coded bits to the UE buffering capability. If the UE cannot store the full set of coded bits (Nbuf<Ncode) corresponding to the R=1/3 mother code, puncturing will be applied to the parity bits. The puncturing uses the R’99 rate matching but matches to the maximum buffering capacity instead of the number of channel bits. If the UE can store the full set of coded bits (Nbuf≥Ncode ), the first stage will be transparent.

The second stage is used to generate the different redundancy versions. The redundancy versions are both based on rate matching with puncturing. The current puncturing scheme, Figure 2, is used to generate the first redundancy version containing the systematic bits and some redundancy bits. To obtain the second redundancy version, Figure 3, the same scheme is used with two differences: all the systematic bits are all punctured and a different initial value eini is used. Apart from being able of generating two different redundancy versions, this scheme matches the available bits Nbuf to the amount of channel bit Nchan being supported by the modulation scheme and the number of spreading codes currently being allocated to a specific user. If repetition is required for rate matching (Nbuf<Nchan), i.e., if the channel can carry a larger number of bits than can be buffered at the UE, rate matching with repetition is performed as shown in Figure 4 and described in [2]. Note that DTX is not used.
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Figure 1: Proposed rate matching scheme. Note that the first rate matching takes the available UE buffer capacity into account  and will not puncture any bits if the UE buffer can hold all the coded bits. Different parameters are chosen for the channel rate matching block depending on which redundancy version that will be generated.
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Figure 2: Second stage of the rate matching scheme in Figure 1, using puncturing of HS-DSCH to obtain the first redundancy version. The scheme is identical to the R’99 rate matching scheme, including the value of the parameter eini,1.
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Figure 3: Second stage of the rate matching scheme in Figure 1, using puncturing of HS-DSCH to obtain the second redundancy version. The systematic bits are punctured and a different puncturing pattern for the parity bits is used through a different value of the parameter eini,2.
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Figure 4: Second stage of the rate matching scheme in Figure 1, in case of repetition. The scheme is identical to the R’99 rate matching scheme, including the value of the parameter eini.

3. Performance

The performance of the proposed scheme has been evaluated numerically and the effect of different choices of eini,2 has been studied. Empirically, eini,2=Xi/3 was found to provide good results and is used in the examples below, although difference between different choices was found to be quite small. For the first redundancy version no changes was made to the initial value compared to R’99 [2], i.e., eini,1=Xi.
In Figure 5, the effective code rate, defined as ni/(ni+np) where ni is the number of information bits and np the number of unique parity bits, after the second transmission is plotted as a function of the initial code rate for the first transmission. Two cases are shown, one where full buffering capacity (4500 soft bits, i.e., 1500 systematic and 3000 parity bits) is assumed to be available at the UE, i.e., no initial rate matching is needed, and one where the available buffering is limited to 3600 soft bits.  The effective code rate for the proposed scheme is close to the optimal puncturing pattern, while still being very simple to implement. As a comparison, the effective coding rate for a partial IR scheme, i.e., a scheme incorporating the systematic bits in all transmissions is shown, equals 0.6 at an initial code rate of 0.75. This is expected as a partial IR scheme cannot exploit all the coding gain and in many cases performs quite close to Chase combining.

[image: image5.wmf]
Figure 5: The effective code rate as a function of the initial code rate for the proposed scheme. Full buffering assumes soft buffering capacity for all 4500 coded bits (1500 systematic and 3000 parity bits), while the limited buffering alternative only can buffer 3600 bits (1500 systematic and 2100 parity bits). As seen in the plot, limiting the soft buffering capacity places a lower bound on the effective code rate (slightly below 0.42 in the example above).

4. Conclusion

A two-stage rate matching scheme has been proposed. The scheme can generate different redundancy versions and has the flexibility to adjust  to the available UE buffering capacity. It is recommended that the proposed scheme is adopted for HSDPA and included in the technical report.
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