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1. Introduction

This contribution reflects the ongoing discussion in RAN WG1 meetings on the structure of the downlink physical shared control channel (HS-SHCCH) for HSDPA in FDD. Furthermore, in order to facilitate the discussion this contribution addresses some aspects to be considered with focus on the value range of the downlink signalling parameters and the channel coding structure as well.

2. Structure of the Shared Control Channel

Based on the results agreed upon so far [1], the downlink shared control channel carries HS-DSCH-related information as described in table 1.

Table 1: Downlink signalling parameters

Parameter
HS-SHCCH


Min
Max

Transport-format and Resource related information (TFRI)
10
16

HARQ-related information
5
8

UE identification
8
16

Total
23
40

At this stage, it is assumed that the UE identification is implicitly transmitted by using a UE specific CRC of length 12/16 bits. In order to check the integrity of the control information the UE specific CRC is calculated over the TFRI, HARQ information and UE identification. There are different approaches on CRC implementation, which are described in more detail in [2], [3]. In figure 1 the tentative structure of HS-SHCCH for FDD is illustrated.
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Figure 1: Structure of HS-SHCCH for FDD

For taking into account the value range to be specified for each downlink signalling parameter there are several proposals. In [4] a summary of the different proposals is given. There are two different point of views to solve the parameter range issue. On one side, it is proposed to support full flexibility for HSDPA resource allocation. In this case the maximum number of information bits is required for each signalling parameter. It is assumed that this maximum number is fixed. The main drawback of this solution is the signalling overhead in some cases. On the opposite side, it is proposed to limit the above flexibility, so that the number of information bits required for signalling could be minimized as far as possible. It is also assumed that this minimum number is fixed.

In [4] a new solution is presented proposing variable ranges for each signalling parameter. In this context a new approach for indication of code allocation is introduced. The outcome of the paper is that with the proposed solution UTRAN can flexibly adapt the HSDPA resource allocations for each cell depending on the cell load and supported service. For example, in a cell with small number of UEs using HSDPA service with moderate data rates it might be sufficient to allocate reduced sets of MCS levels and codes, so that the amount of signalling on HS-SHCCH can be minimized for each UE. Accordingly, in a cell with large number of UEs using HSDPA service with different data rates it might be beneficial to allocate UE specific sets of MCS levels and codes, so that the signalling amount on HS-SHCCH can be varied for each UE.

Referring to the benefits on the approach with variable parameter ranges we recommend this issue for further study. 

3. Channel coding

The channel coding structure for HS-SHCCH has not been discussed yet in detail. Due to the downlink channel structure based on the two-step approach [1], the choice of the channel coding scheme to be applied for HS-SHCCH has to fulfil the following requirements:

· Reliable error protection,

· Flexibility for variable ranges of the downlink signalling parameters,

· Fast decoding capabilities of the information bits due to the timing constraints between the shared control channel and the HS-DSCH TTI, given by the time offset (HS-DSCH-control . The value for this time offset is tbd.

In principle, both convolutional codes as well as block codes come into question for this issue. In the following subsections one example for each code type is presented. It may be noted that any restrictive impacts on the structure and type of coding for HS-SHCCH due to a downlink channel structure based on overlapping transmission of HS-SHCCH and HS-DSCH TTI have not been taken into account in this contribution, since there are no decisions on this timing issue so far. Thus, it is realized that a detailed discussion on the coding issue for HS-SHCCH can not be started before the timing issue has been clarified.

3.1. Convolutional codes

In [5] a proposal on the channel coding structure for HS-SHCCH is presented using a convolutional code of rate ½ and constraint length K=9. Figure 2 depicts the coding structure under the following assumptions:

· HS-SHCCH uses SF=256

· 3-slot TTI

· UE identification of length 16 bits

· Implicit transmission of UE ID by using a UE specific CRC of length 12 bits

· 15 information bits to be transmitted on HS-SHCCH composed of 3 bits for MCS, 8 bits for code allocation and 4 bits for HARQ information
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Figure 2: Channel coding structure for HS-SHCCH based on convolutional code

The advantage of using the above convolutional code is the backward compability to Rel’99. Furthermore, there is some potential for further optimization of the above coding chain by using improved rate matching schemes. One method based on so-called “End Puncturing” has been described in [6].

3.2. Block codes

There are many block coding schemes, which can be taken into account. As starting point for the discussion on block codes the Reed-Solomon (RS) codes are presented in the following as an example. Reed-Solomon codes are systematic and symbol-wise encoding schemes. Due to the structure of HS-SHCCH where different short information blocks are transmitted RS codes seem applicable. In table 2 the characteristics of RS codes are described. 

Table 2: Characteristics of Reed-Solomon codes

Parameter
Value

Size of symbol
b bits

Number of data symbols in a code word
k symbols = b*k bits

Max. number of code symbols (data + redundancy)
n = (2b-1) symbols = b*(2b-1) bits

Minimum distance
dmin = n-k+1 symbols

Error correction capability
(dmin – 1)/2 symbols

Error detection capability
(dmin – 1) symbols

For example, in case of b=4, four adjacent bits each are grouped into a symbol. The number of data and redundancy symbols in a code word can be varied and depends on the required error protection level. The maximum number of code symbols consisting of data and redundancy symbols as well is n = 2b-1=15 symbols. Figure 3 illustrates the structure of a double symbol correcting, triple symbol detecting RS code in case of b=4. This code has three redundancy symbols R1, R2 and R3. It is assumed that max. 4 data symbols are to be transmitted within the code word of maximum 7 symbols. The minimum distance of this code is dmin=4 symbols. The redundancy symbols R1, R2 and R3 can be calculated by a primitive polynomial g(x) of degree b. R1, R2 and R3 are polynomials (of degree < b) over GF(2) representing the patterns of the redundancy symbols. The decoding is performed by syndrome calculation.
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Figure 3: Structure of a double symbol correcting, triple symbol detecting RS code in case of b=4
Depending on the number of bits to be encoded the above given basic RS code is able to generate different code rates as follows:

· (16,4) block code in case of 1-4 bits

· (20,8) block code in case of 5-8 bits

· (24,12) block code in case of  9-12 bits

· (28,16) block code in case of  13-16 bits

If the number of bits in a symbol is less than 4, it is assumed that the remaining bit positions are padded with dummy bits. In the following an example is given to illustrate the use of the RS code as described in figure 3. Details on the performance and complexity are outside the scope of this contribution. For this example it is assumed that in total 24 information bits are to be transmitted on HS-SHCCH composed of 8 bits for TFRI, 4 bits for HARQ information and 12 bits for UE specific CRC. It may be noted that the values for the above signalling parameters have been arbitrarily chosen. Each information block is encoded separately by the RS code for enabling fast decoding. Figure 4 shows the resulting structure of HS-SHCCH.
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Figure 4: Structure of HS-SHCCH based on separated encoding of information blocks

4. Conclusions

In this contribution the structure of the shared control channel for HSDPA in FDD has been discussed with focus on the value range of the downlink signalling parameters and the channel coding structure as well. For downlink signalling we recommend variable parameter ranges. With such a feature UTRAN can flexibly adapt the HSDPA resource allocations for each cell depending on the cell load and supported service. For the channel coding structure examples on convolutional codes as well as block codes based on Reed-Solomon codes have been presented. It is realized that a detailed discussion on the coding issue can not be started before the transmission timing issue for the downlink channel structure has been clarified. 
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