3GPP TSG RAN WG1 Meeting #99

                 
              R1- 1913132
Reno, USA, November 18th – 22nd, 2019
Agenda Item:
7.2.4.6 - QoS management for sidelink
Source:
Continental Automotive GmbH
Title:
On Congestion Control Aspects for NR V2X
Document for:
Discussion
Introduction
One important goal of the Study Item (SI) [1] is to address aspects and requirements related to Quality of Service (QoS) Management for NR V2X:
	4. Specify support for QoS management [RAN2, RAN3, RAN1]




In RAN1#94b, the following agreement was made within the QoS Management agenda item:

	RAN1 studies further how to use

· priority,

· latency,

· reliability,

· minimum required communication range (as defined by higher layers) if agreed to use 

in the physical layer aspects of at least

· resource allocation and

· congestion control and

· resolution of in-device coexistence issues and

· power control


In the previous meeting [2], RAN1 discussed aspects related to congestion control including congestion indicators and control mechanisms, including parameters to be used (i.e., restricted) for that purpose. The following agreement was made:
	· Congestion control can restrict the values of at least the following PSSCH/PSCCH TX parameters per resource pool:

· Range of MCS for a given MCS table supported within the resource pool

· Range of number of sub-channels

· Upper bound of number of (re)transmissions – already agreed in mode 2 AI

· Upper bound of TX power (including zero TX power)

· Congestion control can set an upper bound on channel occupancy ratio (CR), CRlimit.

· Ranges/bounds of the transmission parameters and CRlimit are functions of QoS and CBR.

· In addition to congestion control (in use or not in use), the above parameters can be restricted by reusing the same mechanism as in LTE

· For speed, further discussion on absolute vs. relative speed
· FFS other parameter(s) that can be restricted 

· FFS whether or not to tie the speed with a UE capability


This contribution provides our view on several aspects related to QoS management and congestion control that should be taken into consideration for New Radio sidelink.
QoS and Congestion Control
As indicated earlier, QoS management is one important component of NR V2X. So far, several criteria/requirements have been agreed to that end, such as priority, latency, and reliability. In addition, in order to support a larger and more diverse list of advanced automotive use cases [3, 4], NR V2X will also support different types of communication including broadcast, groupcast, and unicast, different types of periodic and aperiodic traffic patterns, and different numerologies, among other features. From application perspective, service requirements are translated into the required QoS levels, which are enabled by means of the per-flow QoS model adopted by NR. In this context, it should be noted that NR sidelink will feature a special set of QoS levels, i.e., the PC5 5QIs, which are expected to properly capture the requirements of V2X applications. Thus, one fundamental target of the QoS framework is to pass these application-level requirements to lower layers (including physical layer), which implement different types of mechanisms to fulfil them.  
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Figure 1. Cross-layer information flow: application requirements ( QoS ( physical layer (congestion control).
The previous idea is represented in Figure 1, where for an exemplary use case it is shown that application requirements are provided to the physical layer as QoS parameters. Then congestion control is one of the tools available at physical layer to achieve the required QoS, together with others, such as interference management or resource allocation. Of course, it is possible and indeed necessary to feedback the application layer with some physical layer related information that could be used, for example, to enable some type of application-layer coordination to further help in congestion control tasks. In our view, these two types of congestion control schemes should be independent but complementary to each other, i.e., a subtle difference should be made between changing application requirements (that must be respected as much as possible) and triggering some (reactive) behaviour at application layer to assist/cooperate to some extent physical layer in e.g., congestion control.  Indeed, there are several other congestion control mechanisms defined by other entities, e.g., ETSI, Standard Development Organizations, etc. In general, they could act at different layers in the protocol stack and can be enabled or disabled. Therefore, we consider that a default (e.g., always-on) physical layer congestion control should be in place independent of the existence of similar mechanisms at higher layers. In normal circumstances, i.e., assuming a proper design, they work together to stabilize system performance. 
Proposal 1: Congestion control for NR sidelink at physical layer must consider as main inputs 1) system load and 2) QoS requirements. The mechanism should operate independently of other higher layers congestion-control-oriented schemes.  
Congestion Control 

In this section, we provide our review about two aspects related to congestion control: assessment and control mechanisms, i.e., transmission parameters that can be restricted to support congestion control algorithms. 
Indicators

In previous meetings RAN1 has agreed to support two LTE-based metrics to assist congestion control: Channel Busy Ratio (CBR) and Channel Occupancy Ratio (CR). In both cases LTE definition is assumed to be the starting point. On the one hand, CBR aims at indicating the level of load, i.e., assess what portion of a resource pool (how many subchannels) have a RSSI above a certain threshold in a given period, which is fixed to 100ms. Thus, CBR provides an indication to transmitters of how much the channel is collectively used by the users in the system. CR, on the other hand, provides an indication of how much the channel is being used from each transmitter point of view.  Since NR sidelink is expected to provide support to more diverse set of V2X applications, for example featuring periodic and aperiodic traffic patterns, using different numerologies, we believe that the actual definitions adopted for NR should be based on the LTE counterparts, as agreed, but some additional flexibility is required in order to improve the effectiveness of congestion control in more dynamic, challenging, and complex scenarios. So far, the threshold of CR (CRlimit) have been agreed to be linked to CBR tables, which provides a certain dynamism/flexibility. One remaining aspect is therefore the measuring window sizes. In our view, allowing a certain configurability here is necessary and would provide flexibility. 
Proposal 2: Measurement/sensing window size for CBR and CR is variable.  
Proposal 3: As in LTE, previous metrics are computed at subchannel level.  

Mechanisms 

Several transmission parameters have been agreed to be used as degrees of freedom to aid in congestion control tasks, for example, Modulation and Coding Schemes (MCS), number of subchannels, number of retransmissions, and transmit power. During the meeting, the possibility of including the number of layers was also discussed but no consensus was reached. While MCS considers SINR levels, the possibility of using multiple layers, besides requiring certain SINR levels, also requires a better channel estimation. However, there could be situations in which the previous conditions are met and in which the use of multiple layers could result in a significantly more efficient (time-frequency) resource usage, thus alleviating congestion. In our view, the use of previous transmission parameters does not need to be mutually exclusive (i.e., one does not preclude the use of another). In addition, we also consider that including the number of layers as transmission parameter that can be restricted by congestion control does not add major complexities or specification effort, and hence, its use (variability) should be considered within the scope of congestion control. 
Proposal 4: RAN1 to revisit and discuss the feasibility/benefit of including the number of layers as a transmission parameter to be restricted at resource pool level both for the PSSCH and PSCCH.
On the need of relative speed 

In the previous meeting, the need for addressing certain aspects related to the use of speed estimations was pointed out and captured in the agreements. Since the impact of mobility on the performance of wireless communications is obvious, speed has been accounted in 3GPP systems, but in absolute terms, which from several points of views represents a good compromise. However, whether relative speed estimations in NR V2X are required needs to be further clarified/discussed. In our view, NR sidelink should provide means to convey at least raw estimates of relative speeds similarly to ones used in channel state information feedback, e.g., CQIs. The issue of relative speed estimation could be left open to UE implementation.  
Proposal 5: Discuss the feasibility, pros and cons of providing means to signal raw estimates of relative speeds.
Summary 

In this contribution we have provided our view regarding certain aspects related to congestion control. Therefore, we kindly ask the NR V2X study group to take the following proposals into account:
Proposal 1: Congestion control for NR sidelink at physical layer must consider as main inputs 1) system load and 2) QoS requirements. The mechanism should be independent of other higher layers congestion-control-oriented schemes.  
Proposal 2: Measurement/sensing window size for CBR and CR is variable.  

Proposal 3: As in LTE, previous metrics are computed at subchannel level.  

Proposal 4: RAN1 to revisit and discuss the feasibility/benefit of including the number of layers as a transmission parameter to be restricted at resource pool level both for the PSSCH and PSCCH.

Proposal 5: Discuss the feasibility, pros and cons of providing means to signal raw estimates of relative speeds.
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