Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: _Hlk16152892][bookmark: _Hlk524960622][bookmark: _GoBack]3GPP TSG-RAN WG1 Meeting #99	R1-1912714
Reno, NV, USA, 18th – 22nd November, 2019

Agenda Item:	7.2.2.3
Source:	Ericsson
Title:	Evaluation results for enhanced PUCCH and PRACH designs
Document for:	Discussion, Decision
1	Introduction
In this paper remaining details regarding PUCCH and PRACH designs are presented.
2	Remaining Details of PUCCH Design
[bookmark: _Toc506553723][bookmark: _Toc510450969][bookmark: _Toc510452869][bookmark: _Toc510731134][bookmark: _Toc510731381][bookmark: _Toc510775731]2.1	Evaluation Assumptions
Enhanced PUCCH has been evaluated by means of simulation for various payloads in accordance with the evaluation assumptions agreed in RAN1#96b [1]. 
The simulation assumptions are summarized in Table 1, the reporting metrics are summarized in Table 2, and additional information is summarized in Table 3. The formats are in this evaluation mapped to the previously agreed PUCCH/PUSCH interlace structure for the case of 30 kHz SCS and a 20 MHz carrier (M = 5 interlaces).
[bookmark: _Ref7695521]Table 1: Evaluation assumptions
	Property
	Value

	Carrier frequency
	5 GHz

	Channel bandwidth
	20 MHz

	Channel model
	TDL-C

	Delay scaling
	At least 10ns, 100ns with 300 ns optional

	Antenna configuration at BS*
	(M,N,P) = (1,1,2) with omni-directional antenna element

	Antenna configuration at UE
	Single omni-directional antenna element

	Antenna port virtualization
	No beamforming and no beam selection

	Frequency offset
	0 ppm

	UE speed
	3 km/h

	Subcarrier spacing
	15/30 kHz (with other SCS optional)

	Number of code-division multiplexed users if applicable
	1 user, with other cases optional

	Interference assumption
	No inter-cell interference

	* See Table 7-1 of R1-1704144


[bookmark: _Ref7697031][bookmark: _Ref7697018]Table 2: Reporting Metrics
	Parameter
	Value
	Notes

	Enhanced PUCCH Format
	Interlaced PF0, Interlaced PF1, E-PF2, E-PF3
	e.g., E-PF0, E-PF1, E-PF2, E-PF3

	Number of OFDM symbols used for PUCCH resource
	1,2,4,14 depending on format.
	e.g., 1, 2, 4, 14

	Number of RBs used for PUCCH resource (N_RB)
	10
	At least 1 full interlace assumed
(Assume interlace design for 20 MHz carrier bandwidth as agreed in RAN1AH#1901 for 15kH and 30 kHz is used)


	Frequency domain OCC configuration details (if applicable)
	Specified per simulation, according to description in Section 2.
	Include length and type of OCC, mapping of OCCs to control symbols and reference (DMRS) symbols, OCC cycling (if applicable)

	Time domain OCC configuration details (if applicable)
	Specified per simulation, according to description in Section 2.
	Include length and type of OCC, mapping of OCCs to control symbols and reference (DMRS) symbols

	Number of multiplexed users, e.g., by code division if applicable
	1, unless otherwise specified.
	1 user is assumed as baseline
Companies are to report other cases if evaluated

	Waveform
	E-PF2: CP-OFDM
E-PF3: DFT-s-OFDM
Interlaced PF0/1: Sequence based
	e.g., CP-OFDM or DFT-s-OFDM

	PUCCH encoder type
	For E-PF2 and E-PF3, Reed Muller for payload ≤ 11 bits; Polar for payload ≥ 12 bits
	e.g., Reed Muller or Polar

	SCS
	30 kHz
	15KHz, 30KHz

	Noise level, Np (dBm)
	As in note =>
	Np = -174 + 10*log10(SCS*12*N_RB) + NF
NF = 5dB

	[bookmark: _Hlk5184969]Required SNR (dB)
	SNR defined as the ratio between the energy of the “desired signal” and noise per PRB.
	Required SNR needed to fulfil detection criterion(1)(2), read from simulation curve

	Cubic Metric
	Specified per simulation (see legend of each figure)
	Note: Single value reported in dB

	P_max (dBm)
	20
	Maximum allowed transmit power under PSD limit of 10dBm/MHz measured in any 1MHz chunk and considers the RBs used for the PUCCH resource

	Backoff (dB)
	Cubic Metric
	Backoff is computed as the cubic metric.
Note: If cubic metric is not used, information on the backoff metric used should be provided.

	P_TX (dBm)
	As in note =>
	P_TX = min(P_max, 23- Backoff) is maximum allowed transmit power for the waveform considering backoff

	MCL (dB)
	As in note =>
	MCL = P_TX – SNR – Np

	PUCCH payload size(s) (bits)
	1-25 depending on format.
	If multiple payload sizes evaluated, then MCL to be plotted vs. PUCCH payload size

	PUCCH encoding rate(s)
	Not reported.
	If multiple payload sizes evaluated, then multiple encoding rates to be reported (if applicable)

	(1) [bookmark: _Hlk5184979][bookmark: _Hlk5108029]For PUCCH payloads of 1 or 2 bits, detection criterion assumes that the PUCCH payload consists of randomly drawn HARQ ACK/NACK bits and is defined as P(ACK to Error) ≤ 1% and P(NACK to ACK) ≤ 0.1%. Error is defined as NACK or DTX where the decision region for DTX is determined to ensure that the maximum P(DTX to ACK) ≤ 1% for the case when the input to the receiver is noise only.
(2) For PUCCH payloads greater than 2 bits follow the requirements in TS38.104 Section 8.3

Note:
· Companies should provide details of RE mapping in frequency and time of enhanced PUCCH formats that are evaluated
· Companies should provide details about channel estimation assumptions, e.g. practical, ideal
· Definition of SNR to be reported with evaluation metrics


[bookmark: _Ref513044017]Table 3: Additional simulation information
	Property
	Value

	RE mapping
	According to Rel-15, where applicable.

	Channel estimation
	Practical

	SNR definition
	SNR defined as the ratio between the energy of the “desired signal” and noise per PRB.



In accordance with the evaluation assumptions Maximum Coupling Loss (MCL) is used as a figure of merit. MCL jointly takes into account the required SNR in order to achieve a target level of performance, the maximum allowed transmit power under a PSD constraint, as well as any required back off from the maximum transmit power due to cubic metric/PAPR for the considered design.
[bookmark: _Hlk23840918]2.2	Cycling Order Step Size for Interlaced PF0 / PF1
In RAN1#98b, the following agreement was made regarding interlaced PUCCH Format 0 and 1:
Agreement:
· For PUCCH formats 0 and 1 configured with an interlace mapping, the formula for cyclic shift hopping in Section 6.3.2.2.2 of 38.211 is given by



where  indexes consecutive PRBs within an interlace starting with the lowest indexed PRB of the PUCCH resource within the BWP. N is the number of PRBs in an interlace (10 or 11).
· FFS: The step size  is down-selected to one value amongst {1,5,7,11}
· The decision on which value to select is based on minimizing the 95th percentile CM
· FFS: For PF0, whether or not the above formula  includes an additional term  in order to increase user multiplexing from 1 to 3 in case of 2-bit ACK/NACK + SR (SR = 1 for positive SR and 0 for negative SR)
· FFS: In order to increase user multiplexing capacity for PF0, PF1, introduction of *(i+i0) into the formula instead of *i  where i+i0 is modulo N, and i0 is configurable in the range {0, 1, …, N-1}.
· This mechanism may create collisions when the user multiplexing capacity is increased (i0 is not 0)

As shown in this agreement, it is FFS what step size to use in the cycling order for interlaced PF0/1. Here we evaluate the different step sizes through calculation of the resulting Cubic Metric (CM) for the sequences. 
In our evaluations, we calculate CM for all possible initial cyclic shifts and all 30 base sequences (indexed by u=0, …, 29, v=0). We find that the step size with the minimal 95th percentile CM is Δ=7, as can be seen in Figure 1.
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	(a)	(b)	
[bookmark: _Ref21005490]Figure 1: CM for different step sizes, (a) Whole CDF (b) Zoomed in on 95th percentile.
[bookmark: _Toc24115587]For interlaced PF0 and PF1, support the cyclic shift cycling step size Δ=7.
2.3	SR and 2-bit Payload for Interlaced PF0
As shown in the agreement from RAN1#98b (see Section 2.2), it is FFS to evaluate multiplexing SR with a 2-bit payload using two different step sizes according to

If SR is set to 1 the extra term, 6*SR, will change the step size. This means that one step size will be used for SR=0 and another step size will be used for SR=1. Which step size is used for which SR depends on Δ. Δ will be decided to be either 1, 5, 7 or 11 as per the agreement in Section 2.2. For this analysis whatever value Δ is agreed to be, as long as it is any of these four, doesn’t matter since the conclusion will be the same. 
Let’s assume for now that Δ=7. If SR=0 then the step size will be 7. If SR=1 then the step size will be mod(7*(1+6),12)=1. 
The cyclic shifts used in the cyclic shift cycling for step size 7 and 1 are shown in Table 4 and Table 5. Assume that 2 bits + SR are transmitted and that initial cyclic shifts 0, 3, 6 and 9 are used to convey the 2-bit payload. The rows in the tables that correspond to these initial cyclic shifts have been highlighted. 
Comparing any of the yellow highlighted rows in Table 4 with any of the yellow highlighted rows in Table 5 it can be seen that the cyclic shifts used in 50% of the PRBs are the same. The same is true for the blue highlighted rows. A receiver that detects between two sequences that are 50% identical will only be able to use the unique parts of the sequences to perform detection. In this case this means that only half of the signal energy can be used for detection. This will significantly degrade detection performance.
[bookmark: _Hlk24049479]Because of the degraded detection performance, we propose not to convey SR in this manner.
[bookmark: _Toc24115588]Do not include an additional term (1+6SR) in the cyclic shift expression to convey SR. SR is conveyed in the same way as in Rel-15.

[bookmark: _Ref23843793]Table 4: Cyclic shifts used for step size 7 (SR=0)
	
	Cyclic shift in each PRB (1-10)

	Initial cyclic shift    (0-11)
	 0     7     2     9     4    11     6     1     8     3

	
	 1     8     3    10     5     0     7     2     9     4

	
	 2     9     4    11     6     1     8     3    10     5

	
	 3    10     5     0     7     2     9     4    11     6

	
	 4    11     6     1     8     3    10     5     0     7

	
	 5     0     7     2     9     4    11     6     1     8

	
	 6     1     8     3    10     5     0     7     2     9

	
	 7     2     9     4    11     6     1     8     3    10

	
	 8     3    10     5     0     7     2     9     4    11

	
	 9     4    11     6     1     8     3    10     5     0

	
	10     5     0     7     2     9     4    11     6     1

	
	11     6     1     8     3    10     5     0     7     2


[bookmark: _Ref23843802]Table 5: Cyclic shifts used for step size 1 (SR=1)
	
	Cyclic shift in each PRB (1-10)

	Initial cyclic shift    (0-11)
	 0     1     2     3     4     5     6     7     8     9

	
	 1     2     3     4     5     6     7     8     9    10

	
	 2     3     4     5     6     7     8     9    10    11

	
	 3     4     5     6     7     8     9    10    11     0

	
	 4     5     6     7     8     9    10    11     0     1

	
	 5     6     7     8     9    10    11     0     1     2

	
	 6     7     8     9    10    11     0     1     2     3

	
	 7     8     9    10    11     0     1     2     3     4

	
	 8     9    10    11     0     1     2     3     4     5

	
	 9    10    11     0     1     2     3     4     5     6

	
	10    11     0     1     2     3     4     5     6     7

	
	11     0     1     2     3     4     5     6     7     8



2.4	Cubic Metric Reduction for Interlaced PF2
In RAN1#98b, the following agreement was made regarding interlaced PUCCH Format 2:
Agreement:
· Support a user-multiplexing mechanism for both UCI and reference symbols for interlaced PF2 when one interlace is configured as follows:
· User multiplexing is based on OCCs applied in at least the frequency domain to the UCI and reference signal REs separately
· User multiplexing for the UCI is based on RE-wise repetition within a PRB
· Support only frequency domain OCC lengths of 1, 2 and 4 to multiplex users on both 1-symbol and 2-symbol PF2
· Consider the following for controlling CM/PAPR. If supported, select from the following alternatives using CM and MCL as criteria
· OCC cycling across PRBs of an interlace
· Scrambling
· No CM/PAPR controlling mechanism
· Support an RRC parameter for indicating OCC configuration for interlaced PF2
· If two interlaces are configured, user multiplexing is not supported for interlaced PF2

Interlaced PUCCH Format 2 (E-PF2) is based on NR Rel-15 PUCCH Format 2 but mapped to one or two interlaces instead of contiguous PRBs. It is further enhanced in the sense that it supports multi-user multiplexing with intra symbol Orthogonal Cover Codes (OCCs).
The cover codes are applied according to Figure 2 for each PRB. If the same cover code is used in each PRB the PAPR/CM increases dramatically.
[image: ]
[bookmark: _Ref24016562]Figure 2: Interlaced PUCCH Format 2 design for the case of 2 OFDM symbols with intra symbol OCC4.
A simple solution is to break up the repetition pattern by cycling the OCC codes across the frequency domain. For example, for the case of multiplexing 4 users, each user can use all 4 OCC codes in a manner that still preserves orthogonality between users. User 1 can apply the OCC codes in the order 1-2-3-4 in the frequency domain; User 2 in the order 2-3-4-1, User 3 in the order 3-4-1-2, and so on. As is shown below, this can dramatically reduce the PAPR/CM.
Another solution mentioned in the above agreement is to scramble the I/Q symbols after the OCC has been applied. Since both UCI and DMRS use OCC the scrambling would have to be applied to the whole OFDM symbol. The same scrambling code would have to be used by all multiplexed users, otherwise the orthogonality of the OCC would not be retained after descrambling.
Figure 3 shows the performance difference in terms of MCL between using OCC cycling and not using OCC cycling. The performance is shown for simulations with 1 UE with different OCC mappings. The mappings are of the form Ax1, where A is the OCC length.
[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref4598087]Figure 3: Performance comparison between using OCC cycling and not using OCC cycling for interlaced PUCCH Format 2 using 2 OFDM symbols for (a) 10 ns delay spread and (b) 100 ns delay spread.
As can be seen in Figure 3 OCC cycling gives roughly a 2 dB increased performance for OCC2 and 4-5 dB increased performance for OCC4 compared to using no OCC cycling. It is clear that a PAPR/CM controlling mechanism is needed.
An alternative to OCC cycling is to scramble the entire OFDM symbol after OCC has been applied. Three different scrambling resolutions have been evaluated as shown in Table 6. A scrambling codeword is generated by randomizing k in Table 6 for each RE. A new scrambling codeword was generated for each new block, i.e. for each transmission of PF2. The performance of PUCCH Format 2 using scrambling is shown in Figure 4. A zoomed in version in is shown in Figure 5.
[bookmark: _Ref23853141][bookmark: _Hlk24026882]Table 6: Scrambling options evaluated for interlaced PUCCH Format 2.
	Scrambling Option
	Scrambling Codeword entries

	1
	, (i.e. +1/-1)

	2
	

	3
	



[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref23852670]Figure 4: Performance comparison between using OCC cycling and Scrambling for interlaced PUCCH Format 2 using 2 OFDM symbols for (a) 10 ns delay spread and (b) 100 ns delay spread.

[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref23853386]Figure 5: Zoomed view of Figure 4.
[bookmark: _Hlk24050819][bookmark: _Hlk24054051]Figure 4 and Figure 5 show that performance vice OCC cycling is better than scrambling, but only in the order of 0.25-0.5 dB. The performance differences between the different scrambling options are barely noticeable. Since OCC is used in both of these cases, but the extra scrambling step only is used for the scrambling case, OCC cycling is also less computationally complex.
[bookmark: _Toc24017494][bookmark: _Toc24017495][bookmark: _Toc24017496][bookmark: _Toc24115589]Use OCC cycling for interlaced PUCCH Format 2 to reduce PAPR/CM.
The most natural OCC cycling order is to increment by 1 and wrap around after reaching the maximum OCC index.
[bookmark: _Toc24055539][bookmark: _Toc24115590]The OCC index used in PRB i of the interlace is , where n is the index of the initial OCC and  .

2.5	Block-wise vs. Symbol-wise repetition for Interlaced PF3
In RAN1#98b, the following agreement was made regarding interlaced PUCCH Format 3:
Agreement:
· Support a user-multiplexing mechanism for both UCI and reference symbols for interlaced PF3 when one interlace is configured as follows:
· User multiplexing for the UCI is based on the application of pre-DFT OCC with
· Alt. 1: Block-wise repetition in time domain followed by mapping over whole interlace in frequency (analogous to (Rel-15) PF4)
· Alt. 2: Symbol-wise repetition in time domain followed by mapping over whole interlace in frequency
· User multiplexing for the reference symbols is based on the use of different cyclic shifts of the same base sequence for all multiplexed users. The base sequence is a Z-C sequence (as for legacy Rel-15 PF3) mapped to the PRBs of the interlace
· Length of ZC sequence = number of tones in the interlace
· FFS: Mapping between OCC index applied on UCI symbols and cyclic shift applied to DMRS symbols
· Support 1, 2, and 4 users for all PF3 durations (4 – 14 OFDM symbols)
· Support an RRC parameter for indicating OCC configuration for interlaced PF3
· If two interlaces are configured, user multiplexing is not supported for interlaced PF3

Interlaced PUCCH Format 3 is based on NR Rel-15 PUCCH Format 3 but mapped to one or two interlaces instead of contiguous PRBs. It is further enhanced in the sense that it supports multi-user multiplexing with intra data symbol Orthogonal Cover Codes (OCCs). 
How to repeat the data within a symbol has not been decided yet. There are two alternatives as stated in the agreement above, block-wise repetition mapped over the entire interlace or symbol-wise repetition.
Figure 6 illustrate the usage of intra data symbol OCC by showing the impact on data symbols. All data in an OFDM symbol is repeated block-wise and the OCC is spanning the entire interlace. Block repetition spanning the entire interlace is a natural extension of the way OCC is used in Rel-15 PUCCH Format 4, and similarly to PUCCH Format 4, this will make the different users occupy different combs [2], i.e. not only orthogonal in the code domain, but also orthogonal in frequency. 
[image: ]
[bookmark: _Ref24017194]Figure 6: Candidate E-PF3 PUCCH design, illustrating intra data symbol OCC impact on data symbols, using block-wise repetition of the whole block over the entire interlace, supporting multiplexing of 4 users based on OCC4.
Block-wise and symbol-wise repetition are evaluated below.
[bookmark: _Hlk24052068]As stated in the above agreement, the mapping between OCC index and cyclic shift index is not yet agreed. The most natural and straight forward approach is to select the same mapping as for NR Rel-15 PUCCH Format 4, see Table 7.
[bookmark: _Ref23981558]Table 7: TS 38.211 [9] Table 6.4.1.3.3.1-1: Cyclic shift index for PUCCH format 4.
	
[bookmark: _Hlk24054322]Orthogonal sequence index 
	Cyclic shift index [image: ]
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	0
	0

	1
	6
	6

	2
	-
	3

	3
	-
	9



[bookmark: _Toc24115591]Interlaced PUCCH Format 3 use the OCC index to Cyclic Shift index mapping as Rel-15 PUCCH Format 4. 

Figure 7 shows the performance difference in terms of MCL between using block-wise repetition over the entire interlace and symbol-wise repetition for interlaced PUCCH Format 3. The reference sequence used corresponds to u=0 and v=0. Performance is shown for simulations with 1 UE with different OCC mappings of length 1, 2 and 4. As can be seen in Figure 7, block-wise repetition performs up to 1.5 dB better than symbol-wise repetition. It can also be noted that the Cubic Metric is higher for symbol-wise repetition.
	[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref520303601]Figure 7: Performance comparison between block-wise and symbol-wise repetition for OCC for 1UE interlaced PUCCH Format 3 using 4 OFDM symbols with reference sequence u=0, v=0, (a) 10 ns delay spread (b) 100 ns delay spread.
One of the benefits of block-wise repetition in combination with pre-DFT-OCC is that the different users are orthogonal not only in code but also in frequency. This means that OCC-leakage is less likely to occur as a result of bad channel conditions. Figure 8 shows the performance difference in terms of MCL for 2 UEs and 4 UEs between using block-wise repetition over the entire interlace and symbol-wise repetition for interlaced PUCCH Format 3. As can be seen in Figure 8 the performance difference becomes larger when more than one UE is active, block-wise repetition is up to more than 2 dB better. 
[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref23927968]Figure 8: Performance comparison between block-wise and symbol-wise repetition for OCC for 2UEs and 4UEs interlaced PUCCH Format 3 using 4 OFDM symbols with reference sequence u=0, v=0, (a) 10 ns delay spread (b) 100 ns delay spread.
[bookmark: _Toc24115592][bookmark: _Hlk24051851]Interlaced PUCCH Format 3 use block-wise repetition followed by mapping over the entire interlace.
2.6	Performance of Interlaced PF2/3 with 2 Interlaces
In RAN1#98b, the following agreement was made regarding the configuration of 2 interlaces for PF2/3:
Agreement:
For PUCCH Formats 2 and 3 configured with interlace mapping, the number of configured interlaces is 1 or 2
· For Interlaced PF3:
· NPUCCH = 10 if one interlaced is configured (as previously agreed)
· NPUCCH = 20 if two interlaces are configured
· UE should use either one full interlace or two full interlaces according to configured maximum code rate and actual UCI payload size (subject to FFS below on the case of a BWP possible less than full carrier BW)
· FFS: In case one interlace is used, which interlace is used
· FFS: If two interlaces are configured, whether or not there are configuration restrictions on the spacing between the two interlaces
· FFS: For a 20 MHz carrier bandwidth, whether a BWP can be configured to be less than the carrier bandwidth. 
· If allowed, NPUCCH can be less than 10 (for 1 interlace) or can be less than 20 (for 2 interlaces)
· Note: This agreement refers to configured interlaces, not actually used interlaces. 
· Note: User multiplexing is to be further discussed. This agreement does not imply that user multiplexing is supported or not supported.

One of the open issues is whether or not there are configuration restictions on the spacing between the two interlaces, and we address that here.
[bookmark: _Hlk21291043]Figure 9 shows the performance of Interlaced PF3 for the case of 4 OFDM symbols for 30 kHz Subcarrier Spacing (SCS) using different combinations of 2 interlaces. The notation ‘0X’ indicates a combination of Interlace #0 and Interlace #X, where X = 1,2,3, or 4. Figure 10 shows the same but for 15 kHz Subcarrier Spacing (SCS). In this case there are 9 different combinations. The figures show that the performance depends on which combination of interlaces that is used. Generally, performance is best when configuring interlace combinations with PRBs separated as widely (uniformly) as possible. For 30 kHz, the best combination is 0.3 dB better than the ones with more closely spaced PRBs. For 15 kHz, the gain is approximately 0.75 dB with interlace spacing of 5 compared to interlace spacing of 4 or less.
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	(a)	(b)	
[bookmark: _Ref21086317]Figure 9: Performance of 4 OFDM symbol E-PF3 using different combinations of 2 interlaces, reference sequence u=0, v=0, TDL-C 3 km/h, 30kHz SCS (a) 10 ns delay spread and (b) 100 ns delay spread.
[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref21290677]Figure 10: Performance of 4 OFDM symbol E-PF3 using different combinations of 2 interlaces, reference sequence u=0, v=0, TDL-C 3 km/h, 15kHz SCS (a) 10 ns delay spread and (b) 100 ns delay spread.
The difference in performance is not because of different SNR requirements but because of how the subcarriers are mapped. The Power Spectral Density (PSD) requirement used mandates that transmission power never go above 10 dBm in a 1 MHz span. Since the most occupied 1 MHz window defines the maximum power, the total transmission power of the signal depends on the ratio between the total number of transmitted subcarriers and the number of subcarriers within the most occupied 1 MHz.
It turns out that the best interlace combinations (widest spacing) allow the largest transmit power under the 10 dBm/MHz constraint. This translates to larger MCL. What partially counteracts this is that the UE power class and cubic metric starts to limit the maximum transmit power; however, a measurable MCL difference still exists between the best and worst combinations.
[bookmark: _Hlk24053138]One option is to always constrain the 2nd interlace (if configured) to be as widely separated from the 1st interlace as possible, e.g., with a fixed offset. However, this limits scheduling flexibility when considering multiplexing of PUSCH and PUCCH of different users. For this reason we make the following proposal:
[bookmark: _Toc24115593]For interlaced PF2 and PF3, there are no configuration restrictions on the spacing between the first and second interlaces. Interlace 0 and 1 are freely configurable.
3	Enhanced PRACH Design
In RAN1#97, the following agreement was made regarding the sequence design and mapping for enhanced PRACH for NR-U:
Agreement:
For a new enhanced design of NR-U PRACH in addition to the Rel-15 design (sequence length of 139) further discussion is limited to the following options
· ZC sequence of the following lengths
· 15 kHz: Choose one of L_RA=[571, 1151]
· 30 kHz: Choose one of L_RA=[283, 571]
· Repetition of Rel-15 PRACH sequences in frequency domain with potentially some mechanisms to improve the cubic metric
· Consider one of 2 and 4 repetitions for 30 kHz and one of 4 and 8 repetitions for 15 kHz
· Note: Decision will be based on previously agreed evaluation metrics, capacity per cell (i.e., number of preambles per RACH occasion and number of RACH occasions) for the same time and frequency resources, specification impact and implementation complexity.
· Note: Companies should state any deviations in assumptions from the agreed evaluation assumptions.

[bookmark: _Hlk24129275][bookmark: _Hlk24129312]During offline discussions in RAN1#98bis, the following two options for PRACH repetition were formulated:
For NR-U wideband PRACH design, support repetition of Rel-15 PRACH sequences in frequency domain with potentially some mechanisms to improve the cubic metric (i.e., Alt2).
· Support PRACH transmission on X*12 consecutive RBs in a single LBT-subband.
· For 30 kHz SCS, X can be configured from {1, 4, 8}. 
· For 15 kHz SCS, X can be configured from {1, 2, 4}.
· Further down-select one option from: 
· Option 2-1: Same length-139 PRACH preamble sequence with CM reduction mechanism is mapped to subcarriers #2 to #140 in each RO of size 12 PRBs. 
· The CM reduction mechanism includes a time domain cyclic shift per repetition (i.e., an extra cyclic shift in addition to Rel-15 cyclic shift) and a frequency domain phase shift per RO (i.e,  where  is the phase shift, and r is the index of RO) 
· For 15 kHz SCS with X=8
· Cyclic shift: [, +1, , +1, , +1, , +1]
· Phase shift: [0, 1/2, 1/2, 1, 1, 1/2, 1/2, 0]
· For 15 kHz SCS and 30 kHz SCS with X=4
· Cyclic shift: [, +1, , +1]
· Phase shift: [0, 1/2, 1/2, 0]
· For 30 kHz SCS with X=2
· Cyclic shift: [, +1]
· Phase shift: [0, 0]
· Note:  is the time domain cyclic shift in Rel-15 
· Option 2-2: X length-139 PRACH preamble sequences with CM reduction mechanism are mapped contiguously in an RO of 12*X RBs  
· The CM reduction mechanism consists of a frequency domain phase ramp per subcarrier and a common phase shift for all subcarriers within a repetition (i.e, additional phase term to Rel-15 as, where is the phase ramp step and  is the common phase shift, and r is the index of repetition within the RO, k is the index of subcarrier spacing)
· For 15 kHz SCS with X=8
· Phase ramp step: [0, -0.001, -0.006, -0.0065, -0.004, 0.0025, 0.007, 0.0003]
· Phase shift: [0, -0.07, -0.045, 1, -0.006, -0.04, -0.005, 1]
· For 15 kHz SCS and 30 kHz SCS with X=40, 
· Phase ramp step: [0, 0, 0.008, 0.008]
· Phase shift: [0, -0.05, -0.05, 1]
· For 30 kHz SCS with X=2
· Phase ramp step: [0, -0.008]
· Phase shift: [0, 0]

Option 2-2 is introduced since there is no fundamental requirement that there are gaps between the repetitions as many companies have in mind. There is no reason why the repetitions cannot be contiguous, and it turns out there can be a cubic metric advantage in making them so, e.g., 1–2 dB.
Hence, the following three options should be considered:
· Option 1: Single long ZC sequence
· Option 2-1: Repetition with gaps (non-contiguous repetition)
· Option 2-2: Repetition without gaps (contiguous repetition)
All options are illustrated in Figure 11 for the case of 30 kHz SCS where full bandwidth PRACH is obtained with either 4 repetitions (X = 4) or a single long sequence with similar bandwidth (length 571). More detailed descriptions of Options 2-1 and 2-2 can be found in [7] and [4], respectively.
[image: ]
[bookmark: _Ref23417703]Figure 11: Illustrations of used subcarriers for the tree considered options for the case of 30 kHz SCS. Full bandwidth PRACH is obtained with 4 repetitions (X = 4) or a single long sequence with similar bandwidth (length 571).

In the rest of this section, we evaluate and compare performance of the above options, including CM, for the following cases:
	SCS
	Case label
	Description

	15 kHz
	ZC571
	Option 1, with sequence length L_RA = 571.

	
	ZC139x4, non-contiguous
	Option 2-1, with X = 4 repetitions.

	
	ZC139x4, contiguous
	Option 2-2, with X = 4 repetitions.

	
	ZC1151
	Option 1, with sequence length L_RA = 1151.

	
	ZC139x8, non-contiguous
	Option 2-1, with X = 8 repetitions.

	
	ZC139x8, contiguous
	Option 2-2, with X = 8 repetitions.

	30 kHz
	ZC283
	Option 1, with sequence length L_RA = 283.

	
	ZC139x2, non-contiguous
	Option 2-1, with X = 2 repetitions.

	
	ZC139x2, contiguous
	Option 2-2, with X = 2 repetitions.

	
	ZC571
	Option 1, with sequence length L_RA = 571.

	
	ZC139x4, non-contiguous
	Option 2-1, with X = 4 repetitions.

	
	ZC139x4, contiguous
	Option 2-2, with X = 4 repetitions.



The corresponding results for Rel-15 (ZC139) can be found in [4].
The evaluations were performed in accordance with agreed evaluation assumptions in [5] and the agreed metrics in [6]. Note that in the context of Option 2-1, “RO” in those agreements is interpreted as one “bundled PRACH occasion”. Additional details are given in the following:
· For all designs, the 64 preambles in a cell are generated by randomly selecting a first logical sequence index (corresponding to a particular Zadoff-Chu root), and then, starting from that index, generating 64 consecutive sequences in the order defined in 3GPP TS 38.211, i.e. first in the order of increasing cyclic shifts, second in the order of increasing logical root index. The number of different cyclic shifts used is configured based on max RTT(function of ISD) + delay spread margin, with the margin adjusted to ensure good performance for each scheme (see Table 8 and Table 9).
[bookmark: _Ref16857544]Table 8: Number of cyclic shifts used in simulations for 15 kHz SCS
	Delay spread
	Number of cyclic shifts

	
	ZC571
	ZC139x4, non-contig.
	ZC139x4, contiguous
	ZC1151
	ZC139x8, non-contig.
	ZC139x8, contiguous

	10 ns
	35
	34
	34
	35
	34
	34

	100 ns
	28
	27
	27
	28
	27
	27



[bookmark: _Ref16857589]Table 9: Number of cyclic shifts used in simulations for 30 kHz SCS
	Delay spread
	Number of cyclic shifts

	
	ZC283
	ZC139x2, non-contig.
	ZC139x2, contiguous
	ZC571
	ZC139x4, non-contig.
	ZC139x4, contiguous

	10 ns
	17
	17
	17
	17
	17
	17

	100 ns
	14
	13
	13
	14
	13
	13



· The receiver algorithm described in [3] was used, with fully coherent combining in time (i.e.  ).
· No correlation between gNB receive antennas.
· SNR in the figures is defined as the received signal power on used subcarriers divided by the noise power on used subcarriers, where the received signal power is the average over many fading realizations. Note that for consistency with this definition, the total noise power in the MCL calculation will scale with number of used subcarriers. 
· Regarding definition of missed-detection probability, our understanding is that the intention of the agreement in RAN1 AH 1901 was to align the definition with the one in 3GPP TS 38.104:
· The probability of detection is the conditional probability of correct detection of the preamble when the signal is present. There are several error cases – detecting different preamble than the one that was sent, not detecting a preamble at all or correct preamble detection but with the wrong timing estimation.
It is our understanding that the 38.104 definition would not count the following event as a missed-detection: UE transmits preamble A and gNB detects preambles A and B (i.e, both A and B are detected above the threshold). The reason is that A is detected, so it is not a missed-detection of the transmitted preamble. To avoid this event being counted as a missed detection and thus align with 38.104, we propose the following clarification to the definition agreed in RAN1 AH 1901:
· The missed detection probability is defined as the ratio between the total number of missed detections and the total number of transmitted preambles within an observation interval. A missed detection is defined as the event of that are either not no preamble detected at all, or only different preamble(s) detected as a different preamble than the one that was sent, or preamble that was sent is detected but with timing error greater than the maximum value (i.e., 50% of normal CP length), and the total number of transmitted preambles within an observation interval.
Our intention is only to clarify, not to change the meaning of the agreement. 
[bookmark: _Toc23853872][bookmark: _Toc23853992][bookmark: _Toc23854068][bookmark: _Toc23849024][bookmark: _Toc23853873][bookmark: _Toc23853993][bookmark: _Toc23854069][bookmark: _Ref16526692]
· Cubic metrics were calculated using the normalization factor 1.56 from R1-060023, i.e.
                    
where  corresponds to one OFDM symbol and the sequence  is assumed to have unit power, i.e. .
3.1	Simulation Results for 15 kHz SCS
	 [image: ] [image: ]
	(a)	(b)
Figure 12: Mis-detection probability results for SCS 15 kHz, delay scaling (a) 10 ns, and (b) 100 ns.
	[image: ]	[image: ]
	(a)	(b)
Figure 13: False-alarm probability results for SCS 15 kHz, delay scaling (a) 10 ns, and (b) 100 ns.

	[image: ] [image: ]	
	(a)	(b)
Figure 14: Timing estimation error results for SCS 15 kHz for the SNR where resp. mis-detection probability is 1% for delay scaling (a) 10 ns, and (b) 100 ns.

3.2	Simulation Results for 30 kHz SCS
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	(a)	(b)
Figure 15: Mis-detection probability results for SCS 30 kHz with delay scaling (a) 10 ns, and (b) 100 ns.
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	(a)	(b)
Figure 16: False-alarm probability results for SCS 30 kHz, delay scaling (a) 10 ns, and (b) 100 ns.
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	(a)	(b)

Figure 17: Timing estimation error results for SCS 30 kHz for the SNR where respective mis-detection probability is 1% for delay scaling (a) 10 ns and (b) 100 ns.
		
3.3	Cubic Metric (CM) and PAPR
Note: All cubic metrics (CM) were calculated using a normalization factor of 1.56, see above.
 [image: ] [image: ]95th Percentile

	    (a) 	(b)
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	(c)
Figure 18: Complementary CDF of CM over all sequences for the different designs for (a) 2 reps, (b) 4 reps, and (c) 8 reps.

[bookmark: _Ref881257][image: ] [image: ]
	    (a) 	(b)
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	(c)
Figure 19: Complementary CDF of PAPR over all sequences for the different designs for (a) 2 reps, (b) 4 reps, and (c) 8 reps.

[bookmark: _Ref16604493][bookmark: _Hlk24130240][bookmark: _Hlk24130268]Table 10: 95th percentile cubic metrics (CM)
	Design
	95th percentile CM [dB] (1)

	ZC283
	2.3

	ZC139x2, non-contiguous
	2.5

	ZC139x2, contiguous
	1.8

	ZC571
	2.3

	ZC139x4, non-contiguous
	2.2

	ZC139x4, contiguous
	0.5

	ZC1151
	2.3

	ZC139x8, non-contiguous
	2.3

	ZC139x8, contiguous
	1.0


(1) Defined as the CM that 95% of all sequences of the design fall below. 

3.4	Metrics Summary
[bookmark: _Hlk24130594]Results for the agreed evaluation metrics are summarized in Table 11 (15 kHz) and Table 12 (30 kHz). Corresponding results for Rel-15 (ZC139) can be found in [4].
Clearly, Option 1, Option 2-1, and Option 2-2 all have similar performance in terms of false-alarm rate and missed-detection rate. Options 1 and 2-1 also have similar CM, while Option 2-2 displays significantly improved CM (by up to almost 2 dB) compared to the other two options. In particular, contiguous repetition (Option 2-2) is superior to non-contiguous repetition (Option 2-1). The better CM leads to significantly improved MCL in some of the evaluated cases, while in some cases it does not show up in the MCL numbers because of the agreed 23 dB maximum transmission power. However, for lower power class UEs, the CM advantage would translate directly to a smaller power amplifier, leading to lower cost and power consumption. Such UE power classes should be considered from a forward compatibility point of view, considering new use cases, e.g., industrial scenarios.
Full-bandwidth PRACH occasions naturally perform better than half-bandwidth PRACH occasions in terms of MCL, but at the expense of sacrificing half the cell capacity. Irrespective of which of Options 1, 2-1, or 2-2 is used, the resulting cell capacity per time-domain PRACH occasion if using full-bandwidth preambles is only 64, cf. last table row. Having only 64 preambles per time-domain PRACH occasion can be particularly limiting if the system is configured to map all SS/PBCH blocks to every time-domain PRACH occasion (i.e. yielding a time-independent mapping), which as explained in Section 5 of [8], is desirable for NR-U.
[bookmark: _Ref21093515]Table 11: Metrics summary for 15 kHz SCS and delay scaling 100 ns
	Parameter
	Value

	Scheme
	ZC571

(Option 1)
	ZC139x4, 
non-contig.
(Option 2-1)
	ZC139x4,
contiguous
(Option 2-2)
	ZC1151

(Option 1)
	ZC139x8, 
non-contig.
(Option 2-1)
	ZC139x8,
contiguous
(Option 2-2)

	SCS (kHz)
	15
	15
	15
	15
	15
	15

	PRACH sequence length (L_RA)
	571
	139
	139
	1151
	139
	139

	# of repetition (R)
	1
	4
	4
	1
	8
	8

	N_cs
	20
(28 shifts)
	5
(27 shifts)
	5
(27 shifts)
	40
(28 shifts)
	5
(27 shifts)
	5
(27 shifts)

	# of RBs used for one RO(6) (N_RB)
	48
	48
	48
	96
	96
	96

	# of interlaces used by one RO (N_interlace)
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A

	RACH frequency occupancy (MHz) (1)
	8.565
	8.340
	8.340
	17.265
	16.680
	16.680

	Noise level, Np (dBm) (1)
	-99.7
	-99.8
	-99.8
	-96.6
	-96.8
	-96.8

	SNR (dB) corresponding to 1% missed detection probability
	-11.8
	-11.7
	-11.6
	-15.5
	-15.1
	-15.1

	P_max (dBm) (2)
	19.3
	19.2
	19.2
	22.4
	22.2
	22.2

	Backoff (dB) (3)
	2.3
	2.2
	0.5
	2.3
	2.3
	1.0

	P_TX (dBm)
	19.3
	19.2
	19.2
	20.7
	20.7
	22.0

	MCL (dB)
	130.8
	130.7
	130.6
	132.8
	132.6
	133.9

	N_FDM
	2
	2
	2
	1
	1
	1

	Capacity for full network (per time-domain PRACH occasion) (4)
	257028 =
 31920
	213827 =
 7452
	213827 =
 7452
	1115028 =
 32200
	113827 =
  3726
	113827 =
  3726

	Capacity for one cell (per time-domain PRACH occasion) (5)
	264 =
 128
	264 =
 128
	264 =
 128
	164 =
  64
	164 =
  64
	164 =
  64

	(1) Only includes used subcarriers, for consistency with the SNR definition used in simulations. 
(2) Based on the assumption of a max PSD of 10 dBm per 1 MHz interval. All considered designs have a maximum of 66.7 subcarriers within 1 MHz in the case of 15 kHz SCS.
(3) Backoff based on 95th percentile of the CCDF of cubic metric.
(4) Obtained as # of freq domain ROs(6) * # of roots * # of cyclic shifts, for the agreed simulation assumptions (300 m ISD).
(5) Obtained as # of freq domain ROs(6) * 64.
(6) In the context of Option 2-1 (ZC139x4 non-contig. and ZC139x8 non-contig.), “RO” is assumed to refer to one “bundled PRACH occasion” (cf. Figure 11).



[bookmark: _Ref16857672]Table 12: Metrics summary for 30 kHz SCS and delay scaling 100 ns
	Parameter
	Value

	Scheme
	ZC283

(Option 1)
	ZC139x2, 
non-contig.
(Option 2-1)
	ZC139x2,
contiguous
(Option 2-2)
	ZC571

(Option 1)
	ZC139x4, 
non-contig.
(Option 2-1)
	ZC139x4,
contiguous
(Option 2-2)

	SCS (kHz)
	30
	30
	30
	30
	30
	30

	PRACH sequence length (L_RA)
	283
	139
	139
	571
	139
	139

	# of repetition (R)
	1
	2
	2
	1
	4
	4

	N_cs
	20
(14 shifts)
	10
(13 shifts)
	10
(13 shifts)
	40
(14 shifts)
	10
(13 shifts)
	10
(13 shifts)

	# of RBs used for one RO(6) (N_RB)
	24
	24
	24
	48
	48
	48

	# of interlaces used by one RO(6) (N_interlace)
	N/A

	N/A
	N/A
	N/A
	N/A
	N/A

	RACH frequency occupancy (MHz) (1)
	8.490
	8.340
	8.340
	17.130
	16.680
	16.680

	Noise level, Np (dBm) (1)
	-99.7
	-99.8
	-99.8
	-96.7
	-96.8
	-96.8

	SNR (dB) corresponding to 1% missed detection probability
	-8.7
	-8.7
	-8.6
	-12.5
	-12.3
	-12.2

	P_max (dBm) (2)
	19.3
	19.2
	19.2
	22.3
	22.2
	22.2

	Backoff (dB) (3)
	2.3
	2.5
	1.8
	2.3
	2.2
	0.5

	P_TX (dBm)
	19.3
	19.2
	19.2
	20.7
	20.8
	22.2

	MCL (dB)
	127.7
	127.7
	127.6
	129.9
	129.9
	131.2

	N_FDM
	2
	2
	2
	1
	1
	1

	Capacity for full network (per time-domain PRACH occasion) (4)
	228214 =
 7896
	213813 =
 3588
	213813 =
 3588
	157014 =
  7980
	113813 =
  1794
	113813 =
  1794

	Capacity for one cell (per time-domain PRACH occasion) (5)
	264 =
 128
	264 =
 128
	264 =
 128
	164 =
  64
	164 =
  64
	164 =
  64

	(1) Only includes used subcarriers, for consistency with the SNR definition used in simulations. 
(2) Based on the assumption of a max PSD of 10 dBm per 1 MHz interval. All considered designs have a maximum of 33.3 subcarriers within 1 MHz in the case of 30 kHz SCS.
(3) Backoff based on 95th percentile of the CCDF of cubic metric.
(4) Obtained as # of freq domain ROs(6) * # of roots * # of cyclic shifts, for the agreed simulation assumptions (300 m ISD).
(5) Obtained as # of freq domain ROs(6) * 64.
(6) In the context of Option 2-1 (ZC139x2 non-contig. and ZC139x4 non-contig.), “RO” is assumed to refer to one “bundled PRACH occasion” (cf. Figure 11).



[bookmark: _Toc7449540][bookmark: _Toc16526346]
Conclusion
Based on the discussion in this paper we propose the following:
Proposal 1	For interlaced PF0 and PF1, support the cyclic shift cycling step size Δ=7.
Proposal 2	Do not include an additional term (1+6SR) in the cyclic shift expression to convey SR. SR is conveyed in the same way as in Rel-15.
Proposal 3	Use OCC cycling for interlaced PUCCH Format 2 to reduce PAPR/CM.
Proposal 4	The OCC index used in PRB i of the interlace is , where n is the index of the initial OCC and  .
Proposal 5	Interlaced PUCCH Format 3 use the OCC index to Cyclic Shift index mapping as Rel-15 PUCCH Format 4.
Proposal 6	Interlaced PUCCH Format 3 use block-wise repetition followed by mapping over the entire interlace.
Proposal 7	For interlaced PF2 and PF3, there are no configuration restrictions on the spacing between the first and second interlaces. Interlace 0 and 1 are freely configurable.
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