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1 Introduction

At RAN #83, a work item on physical layer enhancements for URLLC (“eURLLC”) was approved. The WI includes the following objectives related to scheduling/HARQ enhancements [1]:

· Out-of-order HARQ-ACK associated with PDSCHs with different HARQ process IDs
· Out-of-order PUSCH scheduling associated with different HARQ process IDs, including overlapping PUSCHs and non-overlapping PUSCHs in time-domain
· Methods to handle DL data/data resource conflicts for overlapping PDSCHs in time-domain, scheduled by dynamic DL assignments 
At the RAN1 #96bis meeting the following was agreed [2]:
Agreements:

In case two unicast PDSCHs for a UE are overlapping, the following scenarios are identified:

· Scenario 1-1: Overlapping in the time domain and not in the frequency domain

· Scenario 1-2: Overlapping both in the time and frequency domains

Working assumption:

· When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.

At the RAN1 #97 meeting, RAN1 made the following conclusion [4]:

Conclusion:

Study further whether/how to support the following scenarios for the handling of two unicast PDSCHs:

1. When different DL processing times are associated with different PDSCHs on the same serving cell, and the two PDSCHs are non-overlapping.

· Note: The PDSCH-to-PUCCHs can be out-of-order or in-order.

· Note: The solution(s) should address the UE processing pipelining issue.

· Two PDSCHs follow DL processing timing capability #1 and #2, respectively, on the same serving cell.

· FFS if any different solutions are necessary to address different scenarios when the above condition occurs 

2. When the same DL processing time is configured on the same serving cell, and the two PDSCHs are non-overlapping, and the PDSCH-to-PUCCHs are out of order.

· Note: There is no UE processing pipelining issue.

· Note: the in-order PDSCH-to-PUCCHs are already handled in Rel-15.

3. The two unicast PDSCHs are overlapping at least in the time domain, regardless of whether the same or different DL processing times is configured on the same serving cell.

· Note: The solution(s) should address the UE processing pipelining issue in this case.

In this contribution, we share our views on the above objectives following from discussions and decisions arrived at during past meetings and based on the discussions as part of RAN1 email discussion [98-NR-98] and the discussions during RAN1 #98bis.
This is an updated version of our previous contribution in [5], with addition of a new Section 2. Note that the terminology in terms of identified scenarios and cases in Sections 3 through 5 follow those from the RAN1 email discussion [98-NR-15], while, in the new Section 2, we present our views considering the discussions during RAN1 #98bis.
2 Handling of multiple unicast PDSCHs in Rel-16

The following proposal was considered as a possible compromise but there were concerns raised regarding the necessity, benefits, and the relevance to the original objective of the WI objective on scheduling & HARQ enhancements. 
Proposal from [6]:

	Proposal #2-10: For Rel. 16 URLLC, the following cases are supported:
· Case 1: The out-of-order HARQ operation for two unicast and non-overlapping PDSCHs on a carrier with a single minimum processing timeline capability
· Supported by a UE that reports the support for out-of-order HARQ handling 

· If supported by the UE, then both PDSCHs are always processed, except 
· The Rel. 15 UE fallback to capability 1 and dropping behaviour for a UE reporting pdsch-ProcessingType2-Limited is supported

· Case 2: Collision handling between two overlapping unicast PDSCHs on a carrier configured with a single minimum processing timeline capability 
· Case 2-b: The UE always processes both PDSCHs under both Scenario 1-1 and 1-2 
· Both PDSCHs are decoded without any modification in Scenario 1-2

· Case 2-c: The UE always processes the high priority PDSCH and may skip decoding the low priority PDSCH under both Scenario 1-1 and 1-2 
· Under Case 2-c, the minimum processing timing capability of the high priority PDSCH is extended by d symbols. FFS the value of d per SCS. FFS if d per SCS can be reported as a UE capability. 
· The value of d is smaller than or equal to 2 symbols for all SCSs.

· The two unicast PDSCHs are scheduled by respective PDCCHs with different starting symbols.

· For each of Case 2-b and 2-c, the UE reports whether the case is supported or not.

· The explicit PDSCH priority indication is supported for both Case 2-b and 2-c, e.g., bit in the DCI, RNTI, non-overlapping search space, CORESET and DCI formats with different sizes

· For the PDSCH priority indication, define two UE capabilities for each of the Case 2-b and 2-c:

· The explicit indication of the PDSCH priority by the DCI is required.

· The explicit indication of the PDSCH priority by the DCI is not required, i.e., if the indication is absent, the PDSCH that is scheduled by a PDCCH with the later starting symbol is of higher priority.

· Case 3: Both minimum processing timeline Capability #1 and Capability #2 for UE can be configured on a given carrier and different PDSCHs can be associated with different minimum processing timeline on a given carrier.

· Case 3-a: The UE processes both PDSCHs without dropping when they are non-overlapping or overlapping under both Scenario 1-1 and Scenario 1-2 
· Both PDSCHs are decoded without any modification in Scenario 1-2

· The minimum processing timeline is known by the UE before decoding the DCI.

· FFS how the minimum processing of PDSCHs is derived, e.g., by CORESET, non-overlapping search space  

· For PDSCH(s) scheduled with PDCCH associated the same minimum processing time capability at Cap #2, the Rel. 15 UE fallback to capability 1 and dropping behavior for a UE reporting pdsch-ProcessingType2-Limited is supported.

· Case 3-b: 
· If the two PDSCHs are non-overlapping:

· The UE always processes the PDSCH associated with capability 2

· The UE processes the PDSCH associated with capability 1 if its last symbol is at least N1 symbols before the start of the PDSCH associated with capability 2. 
· N1 is the minimum processing timeline for capability 1.

· Otherwise, the UE may skip decoding the PDSCH associated with capability 1. 

· HARQ-ACK should be reported for the PDSCH associated with capability 1.

· If the two PDSCHs are overlapping, the UE always processes the high priority PDSCH and may skip decoding the low priority PDSCH. 
· The two unicast PDSCHs are scheduled by respective PDCCHs with different starting symbols.

· The explicit PDSCH priority indication is supported for Case 3-b, e.g., bit in the DCI, RNTI, non-overlapping search space, CORESET and DCI formats with different sizes

· The explicit indication can be configured. If absent, the PDSCH that is scheduled by a PDCCH with the later starting symbol is of higher priority.

· FFS how the association of the PDSCHs to the corresponding UE minimum processing time is determined for Case 3-b. 

· Under Case 3-b, the minimum processing timing capability of the high priority PDSCH is extended by d symbols. FFS the value of d per SCS. FFS if d per SCS can be reported as a UE capability. 
· The value of d is smaller than or equal to 2 symbols for all SCSs.

· For Case 3-a, the PDSCHs associated with the same minimum processing time capability should not be overlapped in the time domain.

· For Case 3-b, two PDSCHs associated with the same minimum processing time capability may overlap.

· For both Case 3-a and 3-b, out-of-order PUCCH and PDSCH overlap across PDSCHs configured with different minimum processing time capabilities is supported.

· For each of Case 3-a and 3-b, the UE reports whether the case is supported or not.

· FFS: For Case 3-a, the PDSCHs associated with the same minimum processing time capability satisfy all Rel-15 TB processing limitations that are applicable to TBs within a CC, e.g. in Section 5.1.3 of 38.214.
· FFS: For Case 3-a, the PDSCHs associated with different minimum processing time capability don’t need to jointly satisfy those Rel-15 TB processing limitations that are applicable to TBs within a CC, e.g. in Section 5.1.3 of 38.214.

· FFS: For Case 3b, the PDSCHs associated with same or different minimum processing time capability do need to satisfy those Rel-15 TB processing limitations that are applicable to multiple TBs within a CC, e.g. in Section 5.1.3 of 38.214.
· Both Options 1 and 2 of enhanced PDCCH design under AI 7.2.6.1 for Rel. 16 URLLC are supported. 
· FFS whether/how the support for Option 1 and 2 enhanced PDCCH design are linked with Case 1, Case 2, Case 3-a, and Case 3-b.


Note that some of the terminology used in the above proposal is different from those used until RAN1 email discussion [98-NR-15] and thus, different compared to the analyses presented in Sections 3 and 5. However, the technical contents are still the same and equally applicable/relevant as before.

The aim of the above proposal was three-fold:

1. Consideration of OoO HARQ-ACK support for the case of single UE minimum processing time configured in a serving cell (Case 1 in Proposal from RAN1 #98bis). This follows from the original motivation behind the related objective as defined in the WI in terms of offering scheduling flexibility. Further, in general, it was observed that there is clear understanding (and likely consensus) on the solution for this case. 

2.  Consideration of cases with overlapped PDSCHs for intra-UE prioritization for DG PDSCH vs. DG PDSCH  (Case 2 in Proposal from RAN1 #98bis)
a. Two UE behaviors/capabilities were considered: (1) one solution, based on prioritization and dropping; and (2) another, based on UE processing both overlapped PDSCHs using additional processing resources at the UE
b. It should be noted that for the 2nd type of UE, the demands on UE complexity is significantly increased along with need for additional association of “priorities” to different PDSCHs (although no prioritization of one PDSCH over another is performed in terms of eventual processing) and their signaling. 

i. One apparent benefit in terms of possible relaxation to the UE data rates has been suggested for the case when the PDSCH scheduling is subject to max data rates defined at a slot-granularity. As the 2nd type of UE is assumed to use additional processing resources (e.g., by repurposing its CA capability), with PDSCHs separately identified (via different “priority” associations), they can be processed using different processors, and the data rate limits may be subject to only PDSCHs destined for a particular processor and not across all PDSCHs in the cell. 
1. However, the benefits in terms of achievable data rates are marginal at best in the context of scheduling a UE with URLLC traffic, especially when a single processing time is configured in a serving cell. This is because, if the configured processing time is Cap #2, then all PDSCHs are individually subject to the max data rates, while the benefits may only be available for case when Cap #1 is configured in the serving cell (in this case, the data rate limits apply on a slot-basis instead of a per-PDSCH basis). However, a serving cell configured with Cap #1 processing time-line for a UE with URLLC traffic, but aiming for optimized max data rates would be addressing a rather corner case.
c. On the other hand, the 1st type of UE, that may skip processing of the PDSCH that is scheduled earlier, can be supported with much less UE complexity and processing capabilities, while the overall impact from dropping of an earlier-scheduled PDSCH can be minimal simply due to the fact that such overlapped PDSCH scheduling events are expected to be rather atypical.

3. Consideration of cases involving serving cells configured with both UE minimum processing times (Case 3 in Proposal from RAN1 #98bis)
a. Two UE behaviors/capabilities were considered: (1) one solution, based on prioritization and dropping in case of impact to UE pipelining; and (2) another, based on UE processing both overlapped PDSCHs using additional processing resources at the UE

b. First of all, the usefulness of this configuration remains questionable. However, in view of enabling different UE implementations, if the scenario is introduced in Rel-16, the UE described by “Case 3-b” should be the baseline behavior that imposes lower demands on UE processing and complexity, whereby the UE is allowed to drop processing of certain PDSCHs associated with Cap #1 processing in situations when the pipelining may be impacted.
4. Support of enhanced PDCCH monitoring per Option 1 and Option 2

a. This is a natural corollary to the consideration of two UE types, so as to allow: the 1st type of UE (in point #2 and #3 above) supporting enhanced PDCCH monitoring based on switching of PDCCH monitoring configurations with slot-based and span-based requirements; and the 2nd type of UE (in points #2 and #3 above) that can support a summation of the PDCCH processing envelope corresponding to configurations with slot-based and span-based requirements by using additional processing resources in lieu of reduced CA support.
Considering the discussions above as well as those during RAN1 #98bis meeting, we propose the following. The technical details for the solutions to each of the cases are discussed at length in the subsequent sections of this contribution. 

Proposal 0:

· At least the following cases are supported in Rel-16

· Support of OoO HARQ-ACK two unicast and non-overlapping PDSCHs on a carrier with a single minimum processing timeline capability
· Support of two overlapping unicast PDSCHs on a carrier configured with a single minimum processing timeline capability
· For this case, the baseline UE behavior is based on prioritization and dropping of the earlier-scheduled PDSCH.
3 Handling of multiple unicast PDSCHs: Technical analyses
As quoted in Section 1, the scenarios potentially involving special handling of multiple unicast PDSCHs were classified based on whether or not the two PDSCHs have any time-domain overlaps and whether or not, for the case with no time-domain overlap, the PDSCHs in the same serving cell are associated with same or different UE minimum processing time requirements (PDSCH processing Capabilities #1 and #2 respectively). 
First, we present a discussion on the particular set of scenarios potentially involving a mix of different DL processing capabilities within a single serving cell.
3.1 Scenarios with mixed UE processing time capabilities within a single serving cell

Of the above-reference scenarios, some scenarios that could potentially need handling of cases with different DL processing times associated to different PDSCHs in a serving cell were discussed during RAN1 #97 meeting. The motivating scenarios can be classified as:

· Scenario 1.1: (Existing use case) When the UE indicates that it requires scheduling restriction of max 136 PRBs for PDSCH for Cap #2 for PDSCH processing for 30 kHz SCS (via pdsch-ProcessingType2-Limited), there can be a mix of HARQ timings following different capabilities in a serving cell
· We refer to this case as “Case 2A” to better align with the terminology used during RAN1 email discussion [98-NR-15]. 
· Scenario 1.2: (Proposed new use case) In this scenario, the UE can be configured with Cap #2 processing time and at the same time be configured with additional DMRS for PDSCH in the same serving cell (this would be an erroneous configuration according to Rel-15). In this case, if a first PDSCH is of duration such that additional DMRS symbols may be present, the Cap #1-based minimum DL processing time should apply for such a PDSCH. However, a subsequent PDSCH (in- or out-of-order) may be scheduled that is of short duration (and thus, subject to Cap #2-based minimum DL processing time). 
· This corresponds to Case 2 in RAN1 email discussion [98-NR-15]. 

· Scenario 1.3: (Proposed new use case) In this scenario, the UE can be configured to handle PDSCHs associated with different DL processing times within a single serving cell, and each scheduled PDSCH can follow either Cap #1 or Cap #2 based DL processing times.
· This corresponds to Case 1 in RAN1 email discussion [98-NR-15]. 

For the above cases, Scenario 1.1 is an existing use case, while the latter two are newly proposed use cases and need careful consideration on their necessity as well on the solutions that may be devised to support them. Further, for all the above scenarios, there can be adverse impact to UE pipelining depending on relative timing between the different PDSCHs involved. 
For all cases other than the above, once a UE is configured to expect Capability #2-based HARQ-ACK timing in a serving cell, the UE expects all PDSCH scheduled with such timing relationship following Capability #2; else, Cap #1-based timing is expected.
· This corresponds to Case 0 in RAN1 email discussion [98-NR-15]. 

3.1.1 Scenario 1.1 (UEs indicating pdsch-ProcessingType2-Limited capability and PDSCHs @ 30 kHz – “Case 2A”)
For Scenario 1.1, when a UE is configured with Cap #2-based timing in a serving cell, but a PDSCH in a DL BWP with 30 kHz SCS is scheduled with more than 136 PRBs, the HARQ-ACK timing for the PDSCH follows Cap #1 timing. Then, let’s consider a second PDSCH scheduled with no more than 136 PRBs (thus, following Cap #2 timing). For this case, the current specifications already take into consideration the handling of the impact to UE pipelining in case the second PDSCH starts within 10 symbols from the end of the first (“Cap #1-based”) PDSCH. Specifically, the UE may drop the first PDSCH (w/ Cap #1) if it ends within 10 symbols before the start of the second PDSCH (w/ Cap #2). Indeed this case can be seen as a special case of either of: Solutions 1 or 4-2. Further, it should be noted that this behavior applies irrespective of in-order or out-of-order scheduling.
This case (pdsch-ProcessingType2-Limited) is an example wherein the pipelining may be impacted if the first PDSCH is scheduled with more than 136 PRBs, while the second PDSCH is not, and Solution #3 has been proposed as a mechanism whereby the first PDSCH may not be dropped (if Rel-15 dropping behavior applies). Now, considering Solution #3 that offers the ability to not drop the first PDSCH for such a UE, one natural question that arises is how relevant is the use case to prioritize/process the first PDSCH that follows Capability #1-based timing for this configuration. 
In our view, the fact that the first PDSCH already falls back to a more relaxed capability and the fact that overall, this entire case is rather corner case considering all possible SCS choices and UE capabilities related to UE minimum processing times, and it would be instructive to simply follow Rel-15 specifications and dropping rules defined therein to handle the pipelining impact. 
3.1.2 Scenario 1.2 (Cap #2 and additional PDSCH DMRS in same serving cell – Case 2 in [98-NR-15])
This is a newly proposed use case, and if supported, can lead to the scenario wherein the UE is configured with both Cap #2 and additional PDSCH DMRS in a same serving cell. Then, a first PDSCH is scheduled with more than 4 OFDM symbols (and thus, is accompanied with additional DMRS symbols), with a second PDSCH (in- or out-of-order w.r.t. first PDSCH in terms of PDSCH-to-HARQ-ACK timeline) that is no longer than 4 OFDM symbols (and thus, does not have any additional DMRS symbols). In this case, if the first PDSCH is associated with Cap #1-based DL processing times (fallback to Cap #1 due to presence of additional DMRS as UE may not finish channel estimation and start demodulation of the PDSCH based on the front-loaded DMRS symbol(s) only), and the second PDSCH is associated with Cap #2-based DL processing times, then the pipelining in the PDSCH processing chain at the UE receiver may be impacted. 

First, we note that the scenario of needing to configure UE with additional DMRS, implying a high-mobility UE, while still targeting stringent URLLC requirements (especially latency) for PDSCH processing (hence, Cap #2 timing) is rather extreme case. Even if the scenario may be supported in Rel-16, a simple solution similar to the handle of Scenario 1.1 is desirable and sufficient. There is no need to optimize the throughput performance as such events are not expected to be typical. Thus, in case a first PDSCH is scheduled with additional DMRS and follows Cap #1 DL processing time, and a second PDSCH is scheduled so as to follow Cap #2 DL processing times, and the relative timing between these is such that the pipelining is impacted, then, the UE shall process the second PDSCH and may drop the first PDSCH. 
3.1.3 Scenario 1.3 (Different PDSCHs associated to different DL processing times by scheduling – Case 1 in [98-NR-15])
This was also proposed as a new use case. However, the justification for intentionally configuring and operating with different DL processing times for different PDSCHs remains to be established. It has been suggested that: 
· at least for some UE implementations, it could benefit UE power savings, e.g., if different processing chains are utilized for Cap #1 vs. Cap #2 with the processing chains optimized (e.g., different clock rates);

· if, for a serving cell configured with Cap #2 UE minimum PDSCH processing times, some PDSCHs in the cell could be associated with Cap #1 UE minimum PDSCH processing times, then the UE may be able to report a larger number of CCs with Cap #2 processing.

If the first motivation is pursued, first we would need to study on the potential power savings based on certain agreed modelling assumptions. However, this objective of UE power savings is rather outside of scope of the current WI that is already quite overloaded. 
The studies on scheduling offsets and micro-sleep-based power saving schemes, conducted as part of UE power savings SI, are not sufficient in establishing the gains from support of Case 1, and in our understanding, adaptation of UE minimum processing times was only listed as one of the items for further study during the PS SI, without much discussion/decision on possible mechanisms, their trade-offset, assumptions on UE operation, etc.
For instance, questions include, but not limited to: 
· How much power saving can be achieved for a UE supporting Cap #2 on a serving cell with dynamic switch to Cap #1-specific processing?

· What should be the assumption on UE architecture to realize such power savings?

· If dynamic switching between Cap #1 and Cap #2 on a scheduling instance-level is the only/optimal adaptation mechanism, what is the impact from PDCCH processing, including whether or not all PDCCH processing can be separately associated with Cap #1 vs. Cap #2 shared channel processing? 
· What is the subsequent impact on scheduling flexibility with such coupling between PDCCH processing and minimum UE processing times for shared channel processing?

· Specifically, the scheduling restrictions that PDSCH associated with Cap #2 UE minimum processing times may only conveyed using certain PDCCH CORESETs (and search space sets) or DCI formats can be severely restrictive compared to Rel-15 and not desirable in the context of  improving scheduling flexibility as one of the key motivators for the current WI. 

Further-more, if considering power savings for URLLC UEs, it then needs further discussion on how the association to Cap #1 or Cap #2 may be defined – on a per-scheduling instance-basis or based on other approaches, e.g., using MAC-CE signaling, or a different DCI format, etc., considering different-levels of trade-offs between latency and power savings, depending on use cases. 
On the second motivation, it is not clear how much increase in the number of supported CCs with Cap #2 is possible for the UE if some of the PDSCHs in such a carrier can be associated with Cap #1. For instance, from UE dimensioning perspective, most typical implementations would have to account for the case wherein all the scheduled PDSCHs are associated with Cap #2. Thus, in isolation (i.e., not considering overlapping PDSCHs or OoO HARQ-ACK), there is unlikely that the UE would report a larger envelope of number of CCs with Cap #2. 

The only case that can potentially allow for the UE to report a larger number of CCs is relates to handling of PDSCHs with time-domain overlaps. In this case, to allow the UE to benefit from an intention mix of Cap #1 and Cap #2 associations, it needs to be specified that the case of PDSCHs with time-domain overlaps is allowed only when the two PDSCHs are associated to different (Cap #1 and Cap #2 respectively) UE minimum PDSCH processing times. That is, two PDSCHs, e.g., both associated with Cap #2, may not have any time-domain overlaps to guarantee that the UE would never need to perform parallel processing of overlapping PDSCHs, both with Cap #2 timing. This is because, for such a case, the UE needs to be dimensioned to handle scenarios wherein it has to process both PDSCHs following Cap #2. However, this is quite restrictive and limits the feature of overlapping PDSCHs. Especially for Scenario 1-1 (two PDSCHs could be FDM-ed), it can very well be the case that both PDSCHs are associated with Cap #2.
Based on the presented discussion, we suggest to modify Proposal 1’ as follows:
Proposal #1’: For Rel. 16 NR URLLC, the following cases are supported:

•
Case 0: out-of-order HARQ-ACK operation is supported with a single processing time capability in the same carrier.

•
Case 1: different minimum processing timeline capabilities can be configured to the PDSCHs on the same carrier. Out-of-order HARQ-ACK operation is supported across PDSCHs of different minimum processing timeline capabilities.

•
Case 2: additional DMRS and PDSCH processing time capability #2 can be configured simultaneously on the same carrier. A PDSCH with additional DMRS follows the minimum PDSCH processing time capability #1. Out-of-order HARQ-ACK operation is supported across PDSCHs of different processing timeline capabilities.

Proposal 1(modified Proposal 1’ from [98-NR-15]):
· For Rel. 16 NR URLLC, the following cases are supported:

· Case 0: out-of-order HARQ-ACK operation is supported with a single processing time capability in the same carrier.
· Case 1: different minimum processing timeline capabilities can be configured to the PDSCHs on the same carrier. Out-of-order HARQ-ACK operation is supported across PDSCHs of different minimum processing timeline capabilities.
· Case 2: additional DMRS and PDSCH processing time capability #2 can be configured simultaneously on the same carrier. A PDSCH with additional DMRS follows the minimum PDSCH processing time capability #1. Both in-order and out-of-order HARQ-ACK operation is supported across PDSCHs of different processing timeline capabilities.
· Case 2A: UE indicating pdsch-ProcessingType2-Limited capability and PDSCHs @ 30 kHz
The details of the dropping behavior are explained in Section 2.3 as part of the overall PDSCH handling (including OoO and cases with pipelining impact). Very similar dropping behavior applies to both cases 2 and 2A.
3.2 Restricting OoO HARQ-ACK to cases with mixed UE processing time capabilities

There is also the consideration on whether or not OOO HARQ-ACK for PDSCH be supported only when the two PDSCHs are associated with different minimum UE processing times. 

OOO HARQ-ACK for PDSCH is a feature aiming to provide scheduler flexibility considering the challenges in scheduling in a spectrally efficient manner while satisfying extremely strict latency and reliability targets. Hence, the benefits of OOO HARQ-ACK for PDSCH should also be available for the case wherein both PDSCHs are associated with same UE minimum processing time capabilities. As discussed above, the case with timings based on mix of processing time capabilities in a serving cell falls as a minority of all possible cases. Limiting to this case effectively reduces the applicability of the feature in practice.
In fact, if a UE can support OOO HARQ-ACK for PDSCHs associated with different minimum UE processing times, assuming that the first PDSCH is associated with the relaxed capability, then the impact to pipelining would be even less for the UE to support OOO HARQ-ACK for PDSCHs associated with the same minimum processing time capabilities. Thus, if the operation is feasible from the UE perspective, then such restrictions that reduce the applicability of the feature to gNB scheduling should be avoided.

3.3 Solutions for OoO HARQ-ACK and/or handling scenarios for mixed DL processing times within a serving cell 
Towards simplifying the UE implementation, out-of-order HARQ (for PDSCH) and scheduling (for PDSCH and PUSCH) are not supported in Rel-15 NR. It has been suggested that such flexibility can be beneficial considering URLLC use cases, especially considering UEs with traffic belonging to a mixed set of latency and reliability requirements as well as the potential need for scheduling flexibility at the NW side to efficiently multiplex intra- and inter-UE traffic in the cell. Accordingly, at RAN #83, it was agreed to provide specification support for OOO HARQ-ACK for PDSCHs and OOO PUSCH scheduling, both with different HARQ PIDs between the respective PDSCHs and PUSCHs. We focus on the first case in this section, while OOO PUSCH scheduling is discussed in Section 3.

During RAN1 #96, the following was agreed on OOO HARQ-ACK for PDSCHs with different HARQ PIDs:
	Agreements:

For a Rel. 16 eURLLC UE and dynamic downlink scheduling, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH. Specify based on the following solutions:

· Solution 1: The UE always processes the second PDSCH. The UE may or may not drop the processing of the first channel.

· Solution 2: The UE processes both the first and second PDSCHs as a UE capability with no condition.

· Solution 3: The UE processes both the first and second channels under some conditions, e.g. using the CA capability. The conditions are reported as a UE capability. If the conditions are not satisfied, the UE behavior is not defined. 

· FFS: The details of the UE capability.

· Solution 4: 

· A UE drops (terminates) the processing of the first PDSCH.

· Alt1: The UE always drops the first PDSCH.

· Alt2: Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first channel.

· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, the gap between the first and second PDSCHs, the gap between the two PUCCHs carrying HARQ-ACK, etc.

· The UE behavior, e.g., decision on dropping the first channel and timing capability associated with the second channel, is determined, and is fixed, after decoding the PDCCH associated with the first and the second PDSCH. 

· When the UE drops the processing of the first channel, increasing the minimum PDSCH processing procedure time (N1) of the second PDSCH by d symbols can be considered.

· FFS the value of d. 

· Dropping the processing of the first PDSCH can be done in one of the two ways:

· Alt1: dropping the processing of the first PDSCH on the same serving cell 

· Alt2: dropping the processing of a PDSCH(s) on the same cell or a different serving cell.

· The UE only expects a maximum of one OOO PDSCH-to-HARQ-ACK flow on the active BWP of a given serving cell when applicable
· FFS whether or not, out-of-order operation is allowed across PDSCHs with PDSCH-to-HARQ gap compatible with PDSCH processing time (N1) for capability X.


Next, we take a quick look at the different solutions being considered so far:

· Solution 1 states that the UE may or may not process the first PDSCH. Thus, it leaves it up to UE implementation whether or not the first PDSCH is processed. Effectively, from a performance perspective, this makes Solution 1 as being in the same category as Solution 4-Alt1 where the first PDSCH is always dropped. 
· Solution 2 provides the best performance, if feasible. The feasibility of Solution 2 is discussed in the sequel. 

· One important note (as also discussed as part of the RAN1 email discussion) is that the phrase “with no condition” should be interpreted as “with no new condition”. Certainly, the conditions and behaviors defined in Rel-15 related to applicability of Cap #1 vs. Cap #2-based timings, restrictions from max data rates, etc., still apply. There is no intention or sufficient justification to re-do the framework from Rel-15. 
· Solution 3 suggests a UE capability framework that aims to consider CA capabilities being traded off in order to process both PDSCHs. The trading off is facilitated via imposing certain conditions under which the UE may expect OOO HARQ-ACK for PDSCH. 
Here, it should be noted that even if a solution motivated by the idea behind solution 3 (resource sharing across CCs as an example) is pursued for enable certain UEs to not drop the first PDSCH in scenarios 1.1 or 1.2, there is no need to associate any notion of “priority” to the PDSCHs. The fundamental impact to pipelining comes from the consideration of mix of DL processing times within a serving cell. Thus, the only capability signaling framework needed would be indication of the number of serving cells the UE can support that may support a mix of Cap #1 and Cap #2 processing times for different PDSCHs. No further association of priority information is necessary or beneficial, including the lack of need for any (dynamic) explicit indication of a scheduled PDSCH as higher or lower priority, etc.
· Solution 4 is based on the assumption that at least under some cases, the first PDSCH is to be dropped, and further considers various options to (re-)define the “first PDSCH”. 
· It also suggests that additional processing time margin may be considered for the processing of the second PDSCH considering potential impact from the need to interrupt the processing of the first PDSCH. For this detail, it should be noted that such consideration may apply to all the four solution approaches. 

· On defining the “first PDSCH” that may be dropped, one option is to consider dropping of PDSCHs in other carriers. It remains unclear if and how it offers any material advantage to the UE or NW, especially considering that the UE can already process both PDSCHs, subject to any dropping conditions inherited from Rel-15 behavior.

Next, we discuss the different solutions in light of the various aspects related to the OOO HARQ-ACK operation and handling of pipelining impact considering current specifications.
3.3.1 Solution 2: Details and feasibility
First, we note the following:

· Handling of OOO channels primarily poses challenges to the impacting control/scheduling procedures within the UE. Constraints related to signal processing aspects (TBS, PRBs, etc.) would not help in a material way in this regard as long as the minimum processing times for each process is satisfied. Hence, defining conditions related to physical layer signal processing procedures (e.g., Solution 4-2 or even Solution 3), with exception of the mixed capabilities cases discussed above are not likely to provide any material benefits towards support of OOO HARQ-ACK for PDSCHs.
· Even for Rel-15 the UE needs to handle cases wherein two PDSCHs are scheduled in sequence such that their HARQ-ACK feedback is multiplexed together in a single slot.
· Another set of examples include cases wherein additional margins are provided to the minimum UE processing times for PDSCHs of short durations or for such PDSCHs that have time-domain overlaps with the scheduling PDCCH. If a first PDSCH is scheduled such that the additional margins apply, while a following PDSCH is not warranted to have the additional margins, it can be seen that there can be overlapping of processing times due to the longer processing time dimensioned for the first PDSCH. Such cases may occur irrespective of in-order or out-of-order scheduling, and thus, include those scenarios that a Rel-15 UE already has to handle.
· The above examples imply that perfect pipelining-based operation isn’t always the case in Rel-15 and the UE has to anyway handle this case wherein the HARQ-ACK for the second PDSCH does not occur after that for the first PDSCH or the processing of a second PDSCH overlaps with the processing of a first PDSCH. Similar situations arise in various CA scenarios as well. 

· Thus, it can be seen that current specifications already include examples wherein the UE has to handle “OoO HARQ-ACK timing” (in that they are not strictly pipelined) based on Solution 2. 

Note that some of the above observations (viz., relating to impact to UE pipelining, examples of PDSCH-to-HARQ-ACK not being “in-order”) have been acknowledged already as part of the RAN1 conclusion from RAN1 #97.

Hence, as long as the number of PDSCH-to-HARQ-ACK flows that are OOO with respect to each other is limited, a UE with the corresponding capability (mostly at firmware-level) should be able to process both PDSCHs. In this regard, it is important to limit the number of PDSCHs that the UE may find OOO with a first PDSCH in order to keep the complexity in the UE control flow manageable. Further, from a use-case perspective, there is almost no motivation to allow for nesting of multiple sets of OOO PDSCH-to-HARQ-ACK flows. 

Following the above discussion, it can be seen the Solution 2 can be adapted (expanded) by adding elements from Solutions 1 and 4-2 to provide a simple framework towards support of OoO HARQ-ACK feedback and handling cases with mixed DL processing times within single serving cell, covering Cases 0 and 2A. The overall solution can be seen as a form of Solution 4-2 (or a mix of Solutions 2, 1, and 4-2) such that:

· The UE processes both the first and second PDSCHs as a UE capability (e.g., oOO-HARQ-ACK-processBoth) with no new condition
· A UE that does not indicate support of this capability may still support the capability of processing the second PDSCH in case of OOO HARQ-ACK and may drop processing of the first PDSCH (referred to here as oOO-HARQ-ACK-processSecond).
· For a UE indicating capability of oOO-HARQ-ACK-processBoth and pdsch-ProcessingType2-Limited, 
· for a DL BWP with 30 KHz SCS in a serving cell configured with Cap #2 timing, the UE may drop the processing of the first PDSCH if (i) the first PDSCH is scheduled with more than 136 PRBs and (ii) the second PDSCH, scheduled with no more than 136 PRBs, starts within 10 symbols from the end of the first PDSCH.
Thus, we propose the following to address Cases 0 and 2A: 

Proposal 2:

· For a Rel. 16 eURLLC UE and dynamic downlink scheduling, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH.

· The UE only expects a maximum of one OOO PDSCH-to-HARQ-ACK flow on the active BWP of a given serving cell.
· The UE processes both the first and second PDSCHs as a UE capability (e.g., oOO-HARQ-ACK-processBoth) with no new condition
· A UE that does not indicate support of this capability may still support the capability of processing the second PDSCH in case of OOO HARQ-ACK and may drop processing of the first PDSCH (referred to here as oOO-HARQ-ACK-processSecond).
· For a UE indicating capability of oOO-HARQ-ACK-processBoth and pdsch-ProcessingType2-Limited, 
· for a DL BWP with 30 KHz SCS in a serving cell configured with Cap #2 timing, the UE may drop the processing of the first PDSCH if (i) the first PDSCH is scheduled with more than 136 PRBs and (ii) the second PDSCH, scheduled with no more than 136 PRBs, starts within 10 symbols from the end of the first PDSCH.
Similarly, to address Case 2 in Rel-16, the following solution is proposed.

Proposal 3:
· A UE may be configured with Capability #2 DL processing timing enabled as well as additional DMRS for PDSCH in a same serving cell
· For PDSCHs of duration > 4 symbols, additional PDSCH DMRS are present and Capability #1-based DL processing times apply for the PDSCH. For other cases, Capability #2-based DL processing times apply (subject to any other condition).
· The UE may drop the processing of the first PDSCH if (i) the first PDSCH is scheduled with more than 4 symbols duration and (ii) the second PDSCH, scheduled with no more than 4 symbols duration, starts within X symbols from the end of the first PDSCH.
· FFS: value of X 
· Note: The two PDSCHs may be in-order or out-of-order w.r.t. their PDSCH-to-HARQ-ACK timelines.
In the above, the value of ‘X’ could be defined as being equal to the N1 values for the corresponding SCS per Cap #1 UE minimum processing times (following the approach as in Rel-15 NR), or be reported by the UE as part of UE capability reporting (following the approach as in LTE sTTI). 

In terms of defining UE capabilities for the above solution framework, we suggest to modify Proposal 2’ of [98-NR-15] as below. 
Note that the change from “low priority PDSCH” to “one or more PDSCHs associated with the minimum processing timeline capability #1” follows from the fact that the UE may need to drop multiple such PDSCHs that may impact the pipelining if multiple “Cap #1 PDSCHs” are scheduled right before a “Cap #2 PDSCH” (similar to the case of case 2A). Also, it utilizes the observation that, in the case of mixed UE minimum processing time capabilities, the pipelining issue occurs only when an earlier PDSCH is associated with Cap #1 and the latter PDSCH is associated with Cap #2.
Further, to address potential UE implementation challenges in recovering from any dropping operation necessary, it can be further considered to provide additional margins to the UE minimum processing times for the second PDSCH (similar to the already-identified FFS point from Solution #4) .
Proposal 4 (modified Proposal 2’ of [98-NR-15]):

· For Rel. 16 NR, the following capabilities are supported:
· Capability A: When minimum processing timing capability #1 and #2 are mixed on the same carrier, and for the case of non-overlapping PDSCHs, a capability under which the UE processes all PDSCHs without dropping.

· FFS the details of the capability signaling 

· FFS how the minimum processing time of the PDSCHs is indicated.

· Capability B: When minimum processing timing capability #1 and #2 are mixed on the same carrier, and for the case of non-overlapping PDSCHs, a capability under which the UE processes the PDSCH associated with minimum processing timeline capability #2 and processes the PDSCH associated with the minimum processing timeline capability #1 under some scheduling conditions. 

· FFS the details of the capability signaling 

· FFS the scheduling conditions 

· If the scheduling conditions are not satisfied, FFS whether the UE skips decoding the low priority PDSCH one or more PDSCHs associated with the minimum processing timeline capability #1 or delay its their processing.

· FFS how the minimum processing time of the PDSCHs is indicated.

· The minimum processing time of a PDSCH is determined based on: 
· the scheduled number of PRBs for the scheduled PDSCH for a UE indicating capability of pdsch-ProcessingType2-Limited when scheduled in a DL BWP with 30 kHz SCS; and
· the duration (in number of symbols) of the scheduled PDSCH for a UE may be configured with Capability #2 DL processing timing enabled as well as additional DMRS for PDSCH in a same serving cell.
· When the UE drops the processing of the PDSCH associated with processing timeline Capability #1, increasing the minimum PDSCH processing time (N1) of the PDSCH associated with Cap #2 by d symbols can be considered.

· FFS the value of d.
· Capability C: When a single minimum processing capability is configured on a given carrier, and for the case of non-overlapping PDSCHs with out-of-order HARQ, a capability under which the UE processes all PDSCHs without dropping.

· FFS the details of the capability signaling
4 OOO PUSCH scheduling with different HARQ PIDs

In this section, we consider out-of-order (OOO) PUSCH scheduling with different HARQ PIDs for two sub-cases: (1) wherein the two scheduled PUSCHs do not have any time-domain overlaps, and (2) wherein the two scheduled PUSCHs overlap in time-domain in at least one symbol.

Note that, for UL, there is even lesser possibilities of new/increased impact to pipelining compared to Rel-15 since Scenarios 1.1 and 1.2 described in Section 2.1 do not apply for PUSCH scheduling, and for similar reasons as described in Section 2.1.3, Scenario 1.3 need not be pursued for PUSCH in Rel-16. Thus, there is no need to address scenarios with a mix of different UL processing times in a serving cell.
4.1 OOO PUSCH scheduling with no time-domain overlaps

During RAN1 #96, the following was agreed on OOO HARQ-ACK for PUSCHs with different HARQ PIDs:

	Agreements:

For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the ending symbol of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH.  Specify based on the following solutions:

· Solution 1: The UE always processes the second scheduled PUSCH. The UE may or may not drop the processing of the first schedeuled PUSCH.

· If the first scheduled and second scheduled PUSCHs are not colliding in the time domain:

· Solution 2: The UE processes both the first scheduled and second scheduled PUSCHs as a UE capability with no condition.

· Solution 3: The UE processes both the first scheduled and second scheduled PUSCHs under some conditions. The conditions are reported as a UE capability.

· FFS: The details of the UE capability.

· Solution 4: 

· A UE drops (terminates) the processing of the first scheduled PUSCH.

· Alt1: The UE always drops the first scheduled PUSCH.

· Alt2: Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first scheduled PUSCH.

· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, the gap between the first and the second PUSCHs, etc.

· The UE behavior, e.g., decision on dropping the first scheduled PUSCH and timing capability associated with the second scheduled PUSCH, is determined, and is fixed, after decoding the PDCCH associated with first and the second scheduled PUSCHs. 

· When the UE drops the processing of the first scheduled PUSCH, increasing the minimum PUSCH preparation procedure time (N2) of the second PUSCH by d symbols can be considered.

· FFS the value of d. 

· Dropping the processing of the first scheduled PUSCH can be done in one of the two ways:

· Alt1: dropping the processing of the first scheduled PUSCH on the same serving cell 

· Alt2: dropping the processing of a PUSCH(s) on the same cell or different serving cell.

· The UE only expects a maximum of one OOO PDCCH-to-PUSCH flow on the active BWP of a given serving cell when applicable.
· FFS whether or not out-of-order operation is allowed across PUSCHs with PDCCH-to-PUSCH gap compatible with PUSCH processing time (N2) for capability X.
· If the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain, the UE drops the processing and the transmission of the first scheduled PUSCH.
· For dropping, the scheduling limitations do not apply. The UE always drops the first scheduled PUSCH.
· Other details of dropping are as those of the solution 4.


For the case when the two PUSCHs do not have any time-domain overlaps, similar observations on Solutions 1 through 4 presented in relation to OOO HARQ-ACK for PDSCHs in Section 2 hold, and hence, not repeated here. Furthermore, there is no case of mixed UE minimum processing time capabilities in an UL CC, thereby making Solution 2 all the more relevant and feasible.
On feasibility of Solution 2

Similar considerations on feasibility of Solution 2 and the impact primarily being related to UE firmware, as explained in Section 2, apply for OOO PUSCH scheduling as well. 

Further, also similar to the OOO HARQ-ACK case, there exists examples from Rel-15 that also impact the pipelined operations at the UE. One such example is the case of OOO PUSCH scheduling between two PUSCHs, one with and one without UL-SCH. For Rel-15, the UE firmware already needs to handle such cases. Then, as long as the number of such OOO flows are limited, and the minimum UE processing times for each process is satisfied, the UE supporting this feature should be able to prepare and transmit both PUSCHs. 
Thus, we propose the following for the case of no time-domain overlaps between the two PUSCHs.

Proposal 5:

· For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the end of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH. Under the condition that the two PUSCHs do not overlap in time:
· The UE only expects a maximum of one OOO PDCCH-to-PUSCH flow on the active BWP of a given serving cell.
· The UE processes both the first scheduled and second scheduled PUSCHs as a UE capability (e.g., oOO-PUSCH-processBoth) with no new condition (Solution 2).
· A UE that does not indicate support of this capability may still support the capability of processing the second UL grant and transmit the corresponding PUSCH in case of OOO PUSCH scheduling and may drop transmission of the first PUSCH (referred to here as oOO-PUSCH-processSecond).
4.2 OOO PUSCH scheduling with time-domain overlaps

Next, we consider the case wherein the two PUSCHs may have time-domain overlaps. In this case, it has been agreed that the UE always drops the first PUSCH. However, due to the reference to Solution 4 on details of dropping, it remains open as to whether the “first PUSCH” is the PUSCH that is scheduled in the same serving cell that is OOO to the prioritized (second) PUSCH, or some other PUSCHs in other serving cells may be dropped instead for a UE configured with UL CA. Specifically, we have the following alternatives:

· Dropping the processing of the first scheduled PUSCH can be done in one of the two ways:

· Alt1: dropping the processing of the first scheduled PUSCH on the same serving cell 

· Alt2: dropping the processing of a PUSCH(s) on the same cell or different serving cell.
For the case when two PUSCHs overlap in time in the same serving cell, adopting Alt1 is the natural option. Expecting the UE to transmit both PUSCHs in a single serving cell (a feature with significant impact to UE implementation and adverse impact to coverage due to potential power back-offs), while dropping PUSCHs in other UL CCs would be a counter-productive choice with significant complications to both UE and specifications, and likely coming with a performance penalty as well. 
Hence, the simplest option would be to follow Alt1 and drop the processing of the first scheduled PUSCH on the same serving cell.

There are some further details to consider in terms of minimizing the impact to UE implementation in dropping of the first PUSCH that may have already started. Specifically, whether or not there needs to be further constraints on partial or full cancelation of the first PUSCH needs further investigations. 
Proposal 6:

· For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the end of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH. Under the condition that the two PUSCHs have time-domain overlaps:

· The UE processes the second scheduled PUSCH and drops the processing of the first scheduled PUSCH on the same serving cell.
5 DL data/data resource conflicts for PDSCH in time-domain

In this section, we discuss DL transmission prioritization, i.e., when a UE is assigned more than one PDSCH in overlapping resource. This scenario for intra-UE DL multiplexing was identified by RAN WG2 as part of Rel-16 studies on IIoT and RAN WG1 was requested to study this scenario described as [3]:

“This scenario considers a case where a UE has sequentially received two DL assignments with overlapping radio resources in time. RAN2 assumes that by the later DL assignment has priority over the earlier DL assignment, considering that in principle the gNB will only give an assignment that overlaps with previous assignment for higher priority traffic. Based on such assumption, RAN1 should study solutions for prioritizing later received DL assignments.”

Note that this case corresponds to the third scenario (wherein two unicast PDSCHs overlap in the time-domain) listed as part of the conclusion made at RAN1 #97 [4].

In Rel.15, it is not permitted that the HARQ-ACK feedback of a PDSCH is scheduled earlier than the HARQ-ACK feedback for another earlier scheduled PDSCH. However, in order to meet the latency budget of more urgent traffic, out of order HARQ-ACK transmission can be useful. For example, for a UE supporting both eMBB and URLLC, URLLC packet may arrive during ongoing eMBB transmission, and transmission of URLLC packet may need to be completed before eMBB packet.
Depending on the timeline of the scheduled PDSCHs, we can identify three cases considering two PDSCHs, where scheduling assignment for second PDSCH is received after the scheduling assignment of first PDSCH and HARQ-ACK time of second PDSCH is scheduled before the HARQ-ACK time of first PDSCH

a) Resources assigned for first and second PDSCHs overlap in time and frequency (Scenario 1-2 from RAN1 #96bis)
b) Resources assigned for first and second PDSCHs overlap in time but not in frequency (Scenario 1-1 from RAN1 #96bis)
c) Resources assigned for first and second PDSCHs do not overlap and second PDSCH starts after first PDSCH


[image: image1]Figure 1: Out of order scheduling of two PDSCHs where HARQ-ACK time of later scheduled PDSCH can be before the earlier scheduled PDSCH.
Three cases are illustrated in Figure 1. Considering the current objective for the WI, cases a) and b) are within scope of this objective, while case c) was discussed in Section 2.

Next, we describe the related UE behaviors for cases a) and b):
Case a) Scenario 1-2
· First PDSCH is dropped, from where the overlap starts. Consequently, UE reports a NACK as HARQ-ACK feedback corresponding to the first PDSCH. 
Case b) Scenario 1-1
· If UE is not capable of handling parallel processing, then processing of the first PDSCH is dropped. Consequently, UE reports a NACK as HARQ-ACK feedback corresponding to the first PDSCH.

· If UE is capable of handling parallel PDSCH transmissions, then in Rel-16, it needs to be specified what is the maximum number of parallel unicast PDSCHs UE would expect, for example, at most two. Moreover, relaxations to the PDSCH minimum processing times are potentially needed in this case to ensure HARQ-ACK timeline of both transmissions are met.
Considering the above, it is noted that the specifications need to support the handling of these cases for the UE not capable of simultaneous reception of multiple unicast PDSCH within a serving cell. Further, as noted above, in such cases, the UE may terminate the processing of the first scheduled PDSCH. 
Identification of Priority: UE identifies that second PDSCH is prioritized over first PDSCH based on timeline of occurrence, i.e., based on some rules satisfied. It is understood that network may only schedule two PDSCHs in an overlapping manner, if the later scheduled one is more urgent than the first one. Similarly, the HARQ-ACK feedback of the later scheduled PDSCH can be consequently prioritized if the resource collides with other UL transmission or if it cannot be reliably multiplexed within other UL channel. Hence, in our opinion, PHY differentiation by explicit L1 indication is not necessary for identification of priority for processing overlapping PDSCHs. 

In further detail, even if L1 indication of priority of a PDSCH is supported, the expected behavior in case of two PDSCHs with overlapping time/frequency resources would still need to be such that the PDSCH scheduled later is prioritized. This is because, if the first PDSCH is to be prioritized (e.g., indicated as high priority via L1 signaling), then there is no reason for the gNB scheduler to have scheduled a second PDSCH overlapping with the first. Thus, the prioritization in case of any resource overlaps between two PDSCHs would need to be still based on relative timing, thereby making the L1 indication of priority redundant. 
Observation 1:
· PHY layer service differentiation or explicit priority assignment are not necessary for DL intra-UE prioritization. 

In the context of defining UE capabilities for handling of overlapped PDSCHs, we suggest to agree on Proposal 3’ of [98-NR-15] reproduced below. 
Proposal 7 (Proposal 3’ from [98-NR-15]):
· In Rel. 16 NR,  the following UE capabilities should be introduced for handling the collision between two unicast PDSCHs
· Capability A: A capability under which a UE processes both PDSCHs under Scenario 1-1

· FFS the details of the capability signaling

· Capability B: A capability under which a UE processes both PDSCHs under Scenario 1-2

· FFS the details of the capability signaling

· FFS the UE behavior for processing the overlapping resources in the frequency domain under Scenario 1-2. 

· Capability C: A capability under which a UE processes the high priority PDSCH and processes the low priority PDSCH under some scheduling conditions.

· FFS the details of the capability signaling

· FFS the scheduling conditions 

· If no scheduling conditions is identified or the scheduling conditions are not satisfied, FFS whether the UE skips decoding the low priority PDSCH or delay its processing.

· In case the low priority channel is dropped, increasing the minimum processing procedure time (N1) of the high priority PDSCH by “d” symbols can be considered. FFS the value of “d”. FFS how the priority of the PDSCHs is defined and indicated.

· Note: Under Scenario 1-2, the gNB preempts the transmission of the low priority PDSCH and only transmits the high priority PDSCH over the overlapping resources in the frequency domain.
At the RAN1 #96bis meeting it was proposed that the network should not be mandated to transmit the first PDSCH if the UE is not expected to always process it. This can be accommodated by clarifying that the UE is not expected to receive the first PDSCH at least starting from the symbol at which the second PDSCH overlaps with the first PDSCH. Further, based on above discussion on the one-to-one mapping between scheduling time-line and priority (latter scheduled PDSCH being of higher priority), the UE behavior should clearly be defined in terms of the first and second scheduled PDSCH rather than in terms of “higher/lower” priority.

Proposal 8:
· In case of DL data/data resource conflicts for overlapping PDSCHs in time-domain for both Scenarios 1-1 and 1-2, scheduled by dynamic DL assignments, following Capability C (UE processes the high priority PDSCH and processes the low priority PDSCH under some scheduling conditions), the UE prioritizes the second scheduled PDSCH and may terminate the processing of the earlier scheduled PDSCH.

· The UE shall generate a NACK if the processing of the first scheduled PDSCH is terminated.

· The UE is not expected to receive the first scheduled PDSCH from the starting symbol of the time-domain overlap.

HARQ-ACK feedback in case of PDSCHs with time-domain overlaps:

For the reporting of HARQ-ACK feedback, the following was agreed as a working assumption:

· When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.
As part of the RAN1 email discussion [98-NR-15] on DL OoO operation, the following has been proposed based on email discussions at the time of writing this contribution:
Proposal 4’: The previous working assumption “When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.” is updated as follows: 
When two unicast PDSCHs for a UE are overlapping, and in case their HARQ-ACK bits are associated with different Type-2 HARQ-ACK codebooks, the UE generates HARQ-ACK for both of the PDSCHs.

· FFS if any limitation/enhancement is needed for type-1 HARQ-ACK codebook

· FFS if both Type-1 and Type-2 codebooks are configured for a UE

· FFS if the HARQ-ACK bits of overlapping PDSCHs can be associated with the same HARQ-ACK codebook and the associated UE behavior.

As observed during the email discussion, there is no issue in reporting HARQ-ACK feedback for both PDSCHs for the following cases:
1. The two PDSCHs are associated with different HARQ-ACK CBs
a. For the different HARQ-ACK CBs, they can be either such that:
i. Both of them are Type-1 HARQ-ACK CB
ii. Both of them are Type-1 HARQ-ACK CB
iii. One is Type-1 and another is Type-2 HARQ-ACB CB
2. The two PDSCHs are associated with same Type-2 HARQ-ACK CB 
In all of the above cases, the DCI scheduling the PDSCH can point the UE to the appropriate CB and PUCCH resource to use to transmit the HARQ-ACK feedback and the gNB can ensure that PUCCH resources do not overlap in case of different HARQ-ACK CBs, or that the corresponding HARQ-ACK bit location can be identified without ambiguity in case both PDSCHs map to the same Type-2 HARQ-ACK CB using the DAI mechanism.  

For the case wherein both PDSCHs correspond to the same Type-1 HARQ-ACK CB, additional mechanisms to identify the PDSCHs and unique HARQ-ACK bit location would be necessary since the PDSCH occasions may not be uniquely identifiable. However, most mechanisms in this regard would require some sort of semi-static partitioning or restrictions to certain PDSCH scheduling (e.g., configuration of multiple and identifiable TDRA tables has been proposed as one possibility) to be able to associate HARQ-ACK bit locations to corresponding PDSCHs with overlapping PDSCH occasions. Such an approach would have an adverse impact on scheduling flexibility, and for this case, it may not be necessary to provide feedback for both PDSCHs in this case. Thus, given the limited time available in the Rel-16 WI, it is proposed that for this case, the UE is expected to provide feedback only for the latter-scheduled PDSCH, that is, for the PDSCH that is scheduled by a PDCCH with a latter starting symbol.   

To summarize the HARQ-ACK feedback issue, we propose the following based on some modifications to Proposal 4’ of the RAN1 email discussion [98-NR-15].

Proposal 9 (modified Proposal 4’ from [98-NR-15]):
· The previous working assumption “When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.” is updated as follows:

· When two unicast PDSCHs for a UE are overlapping, and in case their HARQ-ACK bits are associated with same or different Type-2 HARQ-ACK codebooks, or with different Type-1 HARQ-ACK CBs, or with Type-1 and Type-2 HARQ-ACK CBs respectively, the UE generates HARQ-ACK for both of the PDSCHs.
· FFS if any limitation/enhancement is needed for type-1 HARQ-ACK codebook

· FFS if both Type-1 and Type-2 codebooks are configured for a UE

· FFS if the HARQ-ACK bits of overlapping PDSCHs can be associated with the same HARQ-ACK codebook and the associated UE behavior.
· When two unicast PDSCHs for a UE are overlapping, and in case their HARQ-ACK bits are associated with same Type-1 HARQ-ACK codebook, the UE generates HARQ-ACK only for the latter-scheduled PDSCH.

6 Conclusions

In this contribution, we presented our views on scheduling/HARQ enhancements for Rel-16 eURLLC. Based on the presented discussion, we have the following observation and proposals:
Proposal 0:

· At least the following cases are supported in Rel-16:

· Support of OoO HARQ-ACK two unicast and non-overlapping PDSCHs on a carrier with a single minimum processing timeline capability
· Support of two overlapping unicast PDSCHs on a carrier configured with a single minimum processing timeline capability
· For this case, the baseline UE behavior is based on prioritization and dropping of the earlier-scheduled PDSCH.
Observation 1:
· PHY layer service differentiation or explicit priority assignment are not necessary for DL intra-UE prioritization. 

Proposal 1(modified Proposal 1’ from [98-NR-15]):
· For Rel. 16 NR URLLC, the following cases are supported:

· Case 0: out-of-order HARQ-ACK operation is supported with a single processing time capability in the same carrier.
· Case 1: different minimum processing timeline capabilities can be configured to the PDSCHs on the same carrier. Out-of-order HARQ-ACK operation is supported across PDSCHs of different minimum processing timeline capabilities.
· Case 2: additional DMRS and PDSCH processing time capability #2 can be configured simultaneously on the same carrier. A PDSCH with additional DMRS follows the minimum PDSCH processing time capability #1. Both in-order and out-of-order HARQ-ACK operation is supported across PDSCHs of different processing timeline capabilities.
· Case 2A: UE indicating pdsch-ProcessingType2-Limited capability and PDSCHs @ 30 kHz
Proposal 2:

· For a Rel. 16 eURLLC UE and dynamic downlink scheduling, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH.

· The UE only expects a maximum of one OOO PDSCH-to-HARQ-ACK flow on the active BWP of a given serving cell.
· The UE processes both the first and second PDSCHs as a UE capability (e.g., oOO-HARQ-ACK-processBoth) with no new condition
· A UE that does not indicate support of this capability may still support the capability of processing the second PDSCH in case of OOO HARQ-ACK and may drop processing of the first PDSCH (referred to here as oOO-HARQ-ACK-processSecond).
· For a UE indicating capability of oOO-HARQ-ACK-processBoth and pdsch-ProcessingType2-Limited, 
· for a DL BWP with 30 KHz SCS in a serving cell configured with Cap #2 timing, the UE may drop the processing of the first PDSCH if (i) the first PDSCH is scheduled with more than 136 PRBs and (ii) the second PDSCH, scheduled with no more than 136 PRBs, starts within 10 symbols from the end of the first PDSCH.
Proposal 3:
· A UE may be configured with Capability #2 DL processing timing enabled as well as additional DMRS for PDSCH in a same serving cell
· For PDSCHs of duration > 4 symbols, additional PDSCH DMRS are present and Capability #1-based DL processing times apply for the PDSCH. For other cases, Capability #2-based DL processing times apply (subject to any other condition).
· The UE may drop the processing of the first PDSCH if (i) the first PDSCH is scheduled with more than 4 symbols duration and (ii) the second PDSCH, scheduled with no more than 4 symbols duration, starts within X symbols from the end of the first PDSCH.
· FFS: value of X 
· Note: The two PDSCHs may be in-order or out-of-order w.r.t. their PDSCH-to-HARQ-ACK timelines.
Proposal 4 (modified Proposal 2’ of [98-NR-15]):

· For Rel. 16 NR, the following capabilities are supported:
· Capability A: When minimum processing timing capability #1 and #2 are mixed on the same carrier, and for the case of non-overlapping PDSCHs, a capability under which the UE processes all PDSCHs without dropping.

· FFS the details of the capability signaling 

· FFS how the minimum processing time of the PDSCHs is indicated.

· Capability B: When minimum processing timing capability #1 and #2 are mixed on the same carrier, and for the case of non-overlapping PDSCHs, a capability under which the UE processes the PDSCH associated with minimum processing timeline capability #2 and processes the PDSCH associated with the minimum processing timeline capability #1 under some scheduling conditions. 

· FFS the details of the capability signaling 

· FFS the scheduling conditions 

· If the scheduling conditions are not satisfied, FFS whether the UE skips decoding the low priority PDSCH one or more PDSCHs associated with the minimum processing timeline capability #1 or delay its their processing.

· FFS how the minimum processing time of the PDSCHs is indicated.

· The minimum processing time of a PDSCH is determined based on: 
· the scheduled number of PRBs for the scheduled PDSCH for a UE indicating capability of pdsch-ProcessingType2-Limited when scheduled in a DL BWP with 30 kHz SCS; and
· the duration (in number of symbols) of the scheduled PDSCH for a UE may be configured with Capability #2 DL processing timing enabled as well as additional DMRS for PDSCH in a same serving cell.
· When the UE drops the processing of the PDSCH associated with processing timeline Capability #1, increasing the minimum PDSCH processing time (N1) of the PDSCH associated with Cap #2 by d symbols can be considered.

· FFS the value of d.
· Capability C: When a single minimum processing capability is configured on a given carrier, and for the case of non-overlapping PDSCHs with out-of-order HARQ, a capability under which the UE processes all PDSCHs without dropping.

· FFS the details of the capability signaling
Proposal 5:

· For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the end of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH. Under the condition that the two PUSCHs do not overlap in time:

· The UE only expects a maximum of one OOO PDCCH-to-PUSCH flow on the active BWP of a given serving cell.
· The UE processes both the first scheduled and second scheduled PUSCHs as a UE capability (e.g., oOO-PUSCH-processBoth) with no new condition (Solution 2).
· A UE that does not indicate support of this capability may still support the capability of processing the second UL grant and transmit the corresponding PUSCH in case of OOO PUSCH scheduling and may drop transmission of the first PUSCH (referred to here as oOO-PUSCH-processSecond).
Proposal 6:

· For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the end of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH. Under the condition that the two PUSCHs have time-domain overlaps:

· The UE processes the second scheduled PUSCH and drops the processing of the first scheduled PUSCH on the same serving cell.
Proposal 7 (Proposal 3’ from [98-NR-15]):
· In Rel. 16 NR,  the following UE capabilities should be introduced for handling the collision between two unicast PDSCHs
· Capability A: A capability under which a UE processes both PDSCHs under Scenario 1-1

· FFS the details of the capability signaling

· Capability B: A capability under which a UE processes both PDSCHs under Scenario 1-2

· FFS the details of the capability signaling

· FFS the UE behavior for processing the overlapping resources in the frequency domain under Scenario 1-2. 

· Capability C: A capability under which a UE processes the high priority PDSCH and processes the low priority PDSCH under some scheduling conditions.

· FFS the details of the capability signaling

· FFS the scheduling conditions 

· If no scheduling conditions is identified or the scheduling conditions are not satisfied, FFS whether the UE skips decoding the low priority PDSCH or delay its processing.

· In case the low priority channel is dropped, increasing the minimum processing procedure time (N1) of the high priority PDSCH by “d” symbols can be considered. FFS the value of “d”. FFS how the priority of the PDSCHs is defined and indicated.

· Note: Under Scenario 1-2, the gNB preempts the transmission of the low priority PDSCH and only transmits the high priority PDSCH over the overlapping resources in the frequency domain.
Proposal 8:
· In case of DL data/data resource conflicts for overlapping PDSCHs in time-domain for both Scenarios 1-1 and 1-2, scheduled by dynamic DL assignments, following Capability C (UE processes the high priority PDSCH and processes the low priority PDSCH under some scheduling conditions), the UE prioritizes the second scheduled PDSCH and may terminate the processing of the earlier scheduled PDSCH.

· The UE shall generate a NACK if the processing of the first scheduled PDSCH is terminated.

· The UE is not expected to receive the first scheduled PDSCH from the starting symbol of the time-domain overlap.

Proposal 9 (modified Proposal 4’ from [98-NR-15]):
· The previous working assumption “When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.” is updated as follows:

· When two unicast PDSCHs for a UE are overlapping, and in case their HARQ-ACK bits are associated with same or different Type-2 HARQ-ACK codebooks, or with different Type-1 HARQ-ACK CBs, or with Type-1 and Type-2 HARQ-ACK CBs respectively, the UE generates HARQ-ACK for both of the PDSCHs.
· FFS if any limitation/enhancement is needed for type-1 HARQ-ACK codebook

· FFS if both Type-1 and Type-2 codebooks are configured for a UE

· FFS if the HARQ-ACK bits of overlapping PDSCHs can be associated with the same HARQ-ACK codebook and the associated UE behavior.
· When two unicast PDSCHs for a UE are overlapping, and in case their HARQ-ACK bits are associated with same Type-1 HARQ-ACK codebook, the UE generates HARQ-ACK only for the latter-scheduled PDSCH.
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