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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In this contribution, we discuss some of the remaining issues, including Minitial for two-step basis selection scheme, values of  for intermediate set, parameter combination, CBSR and CSI omission rule.

2. Discussion 
2.1 Minitial for two-step basis selection scheme
The following agreement was made in RAN1#97 [1].
Agreement
On SCI (RI>1) and FD basis subset selection indicator, support Alt B described in the following table.
· FFS: details on bitwidth and possible values for Minitial  reporting in UCI part 2
· FFS: whether the possible value(s) for Minitial  can depend on configured FD compression parameters
· Up to the editor to capture this agreement

In this subsection, we discuss the bitwidth and possible values for Minitial reporting. A fixed Minitial is  as described in [2], where it is assumed that the strongest FD basis is not shifted. In order to simplify the simulation, strongest FD basis shifting is not assumed in below simulation result.
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Figure 1: An illustration of fixed VS free selected Minital
Figure 1 shows the performance and overhead difference for fixed Minital VS free selected Minital. More than 4% gain is obtained by free selection with only 5 bits overhead increasing at With the value of increasing, the performance gap between free selection and fixed scheme becomes larger while it keeps the same overhead difference. In order to keep a reasonable balance between performance and overhead, we suggest a free Mintial selection scheme with bitwidth equal to  bits is supported.
Proposal1: a free Mintial selection scheme with bitwidth equal to  bits is supported.

2.2 values of  for intermediate set
In the meeting of RAN1#97, following agreement was reached,
Agreement 
For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI ({1,…, RIMAX}) and KNZ,TOT (the total number of non-zero coefficients summed across all the layers, where KNZ,TOT {1,2,…, 2K0} are reported in UCI part 1 
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded
· For RI=3-4, bitmaps, each with size-2LMi (i=0,1,…, RI-1, where i denotes the i-th layer) are reported in UCI part 2
· FFS: If alt 3-4 is supported, size-2LMi-1 (i=0,1,…, RI-1, where  i denotes the i-th layer) are reported in UCI part 2
· The following FD basis subset selection scheme is supported:
· For N3≤19, one-step free selection (cf. Alt5.1 in RAN1#96bis) is used 
· 
For N3>19, IntS is window-based and fully parameterized with Minitial, indicating that the intermediate set consists of FD bases mod(Minitial + n, N3), n=0,1, …,  
· 
The value  where  is higher-layer configured from two possible values 
· FFS (to be finalized in RAN1#98 Prague): the supported parameter combinations for (L, p, β, )
· The 2nd step subset selection is indicated by an X2-bit combinatorial indicator (for each layer) in UCI part 2
In the below simulation results,  is rank-common parameter for reducing complexity, while the values of M = 4/2, M= 4/4 and M = 7/4 represents a layer-specific FD basis selected number according to the previous agreement for rank larger than 2. More specifically, M = 4/2 means the number of selected FD basis vector equal to 4 and 2 for layer index smaller than 2 and larger than 2 respectively. And, by analogy, the meaning of M = 4/4 and M = 7/4 can be deduced. 
[image: ]
Figure 2: performance Vs maximum W3 overhead for different value of  with M = 4/2
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Figure 3: performance Vs maximum W3 overhead for different value of  with M = 4/4
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Figure 4: performance Vs maximum W3 overhead for different value of  with M = 7/4
We evaluated three cases comparing performance Vs maximum W3 overhead with different parameter combinations. As the total overhead of the case 3 with beta = 0.75 is much more than Rel-15 type II total overhead, a parameter combination for the case 3 with beta = 0.75 is ignored in this contribution. 
Comparison 1:
Case 1: L=4, M=4/2, beta = {0.25, 0.5, 0.75},  = {1.5, 2, 2.5, 3}, figure 2
Case 2: L=4, M=4/4, beta = {0.25, 0.5, 0.75},  = {1.5, 2, 2.5, 3}, figure 3
Case 3: L=4, M=7/4, beta = {0.25, 0.5},  = {1.5, 2, 2.5, 3}, figure 4
Based on the results of above three cases, the relative performance is increasing, while it is slightly decreasing in the growth rate with the value of   increasing. Specifically, a roughly linear growth rate is achieved for the value of  from 1.5 to 2.5. Meanwhile, the increment of relative performance is not significant for the value of  from 2.5 to 3 and obviously below previous growth rate. Therefore, we suggest that a value of  equal to 3 is not supported.
Proposal2: a value of  equal to 3 is not supported.
Based on approximately linear growth in the comparison 1 above, we provide another comparison results for further reducing the number of  value.
Comparison 2:
Case 4: L=2, M=4/2, beta = {0.25, 0.5, 0.75},  = {1.5, 2, 2.5,}, figure 5
Case 5: L=2, M=4/4, beta = {0.25, 0.5, 0.75},  = {1.5, 2, 2.5,}, figure 6
Case 6: L=2, M=7/4, beta = {0.25, 0.5, 0.75},  = {1.5, 2, 2.5}, figure 7
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Figure 5: performance Vs maximum W3 overhead for different value of  with M = 4/2
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Figure 6: performance Vs maximum W3 overhead for different value of  with M = 4/4
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Figure 7: performance Vs maximum W3 overhead for different value of  with M = 7/4
From the above figures at L equal to 2, an approximately linear growth rate is achieved for the value of  from 1.5 to 2.5, which shows similar trend as in comparison 1. 
Besides, the maximum W3 overhead with  equal to 2 is slightly smaller than that of  equal to 2.5, only 2 bits, 4 bits and 4 bits for M = 4/2, M = 4/4 and M = 7/4 respectively, in both comparisons, while the overhead difference between  = 1.5 and   = 2 is twice as much as the difference in a value from 2 to 2.5. In consideration of balance between overhead reduction and performance, setting  = 1.5 can achieve overhead reduction, while  = 2.5 provides better performance. Therefore, we suggest that the values of  = 1.5 and 2.5 are supported.
Proposal3: a value of  equal to 2 is not supported.
Proposal4:  is rank-common parameter.
2.3 parameter combination
In the previous meeting [1], window-based FD basis selection scheme is only applied for N3>19, and one-step free selection is used for N3<=19. Hence, we discuss those two schemes in the following evaluation separately. And for simplifying analysis work, corresponding simulation plots are given in appendix B, while a common table is used according to the proposal in email discussion. 
For N3 < =19, one-step free selection scheme:
	Combination case
	Maximum Overhead(bits)
	L
	β
	y0
(rank1_2)
	v0
(rank3-4)
	Relative performance (%)
	true/false

	1a
	125
	2
	0.25
	0.25
	0.125
	100
	true

	2a
	181
	2
	0.5
	0.25
	0.125
	103.23
	false

	3a
	183
	2
	0.25
	0.25
	0.25
	103.89
	false

	4a
	193
	2
	0.25
	0.5
	0.25
	104.13
	false

	5a
	219
	4
	0.25
	0.25
	0.125
	112.44
	true

	6a
	237
	2
	0.75
	0.25
	0.125
	106.10
	false

	7a
	239
	2
	0.5
	0.25
	0.25
	106.02
	false

	8a
	291
	2
	0.5
	0.5
	0.25
	108.85
	false

	9a
	295
	2
	0.75
	0.25
	0.25
	108.19
	false

	10a
	331
	4
	0.5
	0.25
	0.125
	121.19
	false

	11a
	331
	4
	0.25
	0.25
	0.25
	119.35
	false

	12a
	353
	4
	0.25
	0.5
	0.25
	122.12
	true

	13a
	389
	2
	0.75
	0.5
	0.25
	111.38
	false

	14a
	423
	4
	0.5
	0.25
	0.25
	127.04
	true

	15a
	443
	4
	0.75
	0.25
	0.125
	125.73
	false

	16a
	535
	4
	0.75
	0.25
	0.25
	129.75
	true

	17a
	549
	4
	0.5
	0.5
	0.25
	128.75
	false

	18a
	745
	4
	0.75
	0.5
	0.25
	-
	false


Table 1: parameter combination results for rank up to 4
In table 1, case 1a should be supported for overhead reduction as there is almost 60 bits difference between 1a and 2a. Among the cases from 2a to 5a, approximately 40 bits overhead increase incurred in 5a with more than 9 % performance gain. Besides, cases from 6a to 9a, more overhead is incurred with worse performance compared to the case 5a, which means wrong parameter combinations. Similarly, the cases 10a, 11a and 13a should be not be considered. Case 14a and case 15a have similar overhead, but higher overhead doesn't bring better performance in case 15a, as well as 17a. Hence, case 14a and case 16a are better choices. Additionally, overhead in the case 18a is much larger than Rel-15 type II, thus should be not be considered. 

	Combination case
	Maximum Overhead(bits)
	L
	β
	y0
(rank1_2)
	v0
(rank3-4)
	Relative performance (%)
	true/false

	1b
	75
	2
	0.25
	0.125
	-
	100
	true

	2b
	103
	2
	0.5
	0.125
	-
	107.8
	true

	3b
	125
	2
	0.25
	0.25
	-
	103.49
	false

	4b
	125
	4
	0.25
	0.125
	-
	100.59
	false

	5b
	131
	2
	0.75
	0.125
	-
	113.24
	true

	6b
	131
	2
	0.25
	0.5
	-
	111.92
	false

	7b
	181
	2
	0.5
	0.25
	-
	111.29
	true

	8b
	181
	4
	0.5
	0.125
	-
	110.62
	false

	9b
	219
	4
	0.25
	0.25
	-
	120.70
	false

	10b
	237
	2
	0.75
	0.25
	-
	119.17
	false

	11b
	237
	2
	0.5
	0.5
	-
	121.46
	false

	12b
	237
	4
	0.75
	0.125
	-
	122.50
	true

	13b
	331
	4
	0.5
	0.25
	-
	129.87
	true

	14b
	353
	4
	0.25
	0.5
	-
	129.98
	false

	15b
	389
	2
	0.75
	0.5
	-
	127.39
	false

	16b
	443
	4
	0.75
	0.25
	-
	135.18
	true

	17b
	549
	4
	0.5
	0.5
	-
	139.24
	false

	18b
	745
	4
	0.75
	0.5
	-
	-
	false


Table 2: parameter combination results for rank up to 2
Based on table 2, 30 bits overhead difference with more than 7% gain is achieved by case 2b in comparison with case 1b. However, an increment of 30 bits is almost half of total overhead in case 1b. Hence, it is better to support both of case 1b and 2b. Case 5b obtains the best balance of performance vs overhead among the cases from 3b to 6b. Similarly, case 7b and case 12b can be supported. According to the results for cases 13b to 15b, with total overhead increasing, the relative performance seems reducing. Therefore, case 14b and case15b are not supported. Furthermore, only 4% gain is acquired with more than 100 bits overhead increasing in case 17b compared to the case 16b. Combining the same cases in table 1 and 2 results, it is better to support case 16b than case 17b. 
For N3 >19, window-based selection scheme:
In the section 2.2, we proposed to support  equal to 1.5 and 2.5. And for simplifying analysis, only  equal to 2.5 is used for selecting parameter combination.
	Combination case
	Maximum Overhead(bits)
	L
	β
	y0
(rank1_2)
	v0
(rank3-4)
	
	Relative performance (%)
	true/false

	1c
	122
	2
	0.25
	0.25
	0.125
	2.5
	100
	true

	2c
	172
	2
	0.25
	0.25
	0.25
	2.5
	101.69
	false

	3c
	178
	2
	0.5
	0.25
	0.125
	2.5
	105.12
	true

	4c
	198
	2
	0.25
	0.5
	0.25
	2.5
	103.85
	false

	5c
	218
	4
	0.25
	0.25
	0.125
	2.5
	115.57
	true

	6c
	228
	2
	0.5
	0.25
	0.25
	2.5
	106.32
	false

	7c
	234
	2
	0.75
	0.25
	0.125
	2.5
	108.89
	false

	8c
	284
	2
	0.75
	0.25
	0.25
	2.5
	110.29
	false

	9c
	296
	2
	0.5
	0.5
	0.25
	2.5
	108.17
	false

	10c
	304
	4
	0.25
	0.25
	0.25
	2.5
	119.07
	false

	11c
	330
	4
	0.5
	0.25
	0.125
	2.5
	121.71
	true

	12c
	364
	4
	0.25
	0.5
	0.25
	2.5
	120.10
	false

	13c
	394
	2
	0.75
	0.5
	0.25
	2.5
	111.10
	false

	14c
	416
	4
	0.5
	0.25
	0.25
	2.5
	126.37
	true

	15c
	442
	4
	0.75
	0.25
	0.125
	2.5
	125.29
	false

	16c
	528
	4
	0.75
	0.25
	0.25
	2.5
	129.06
	true

	17c
	560
	4
	0.5
	0.5
	0.25
	2.5
	128.30
	false

	18c
	756
	4
	0.75
	0.5
	0.25
	2.5
	-
	false


Table 3: parameter combination results for rank up to 4 with window-based selection scheme
Using the same analytical approach in one step free selection scheme, case 1c, 3c,5c,11c,14c and 16 can be supported. Comparing table 1 and table 3, almost same parameter combinations are selected. Hence, there is no need to simulate more results of parameter combinations for rank up to 2 with window-based selection scheme.
To sum up, as different cases in different tables may point to a same parameter setting, a parameter setting table is obtained from selected cases without considering performance Vs overhead below.
	Index
	Combination case
	L
	β
	y0
(rank1_2)
	v0
(rank3-4)
	
	Restriction
(if any)

	0
	1b
	2
	0.25
	0.125
	-
	1.5 and 2.5
	Rank <= 2 only 

	1
	2b
	2
	0.5
	0.125
	-
	1.5 and 2.5
	Rank <= 2 only

	2
	5b
	2
	0.75
	0.125
	-
	1.5 and 2.5
	Rank <= 2 only

	3
	1a,1c
	2
	0.25
	0.25
	0.125
	1.5 and 2.5
	

	4
	7b,3c
	2
	0.5
	0.25
	0.125
	1.5 and 2.5
	

	5
	12b
	4
	0.75
	0.125
	-
	1.5 and 2.5
	Rank <= 2 only

	6
	5a,5c
	4
	0.25
	0.25
	0.125
	1.5 and 2.5
	

	7
	13b,11c
	4
	0.5
	0.25
	0.125
	1.5 and 2.5
	

	8
	16b
	4
	0.75
	0.25
	0.125
	1.5 and 2.5
	Rank <= 2 only

	9
	14a,14c
	4
	0.5
	0.25
	0.25
	1.5 and 2.5
	

	10
	16a,16c
	4
	0.75
	0.25
	0.25
	1.5 and 2.5
	

	11
	12a
	4
	0.25
	0.5
	0.25
	1.5 and 2.5
	

	12
	-
	-
	-
	-
	-
	-
	reserved

	13
	-
	-
	-
	-
	-
	-
	reserved

	14
	-
	-
	-
	-
	-
	-
	reserved

	15
	-
	-
	-
	-
	-
	-
	reserved


Table 4: Union of optimal parameter combinations
Hence, we propose,
Proposal5: parameter combination configurations in table 4 are supported.

2.4 CBSR
According to the following agreement [3], CBSR is supported for the DFT-based compression Type II codebook.
The main function of CBSR is to avoid inter-cell interference. In Rel-15, RI restriction and beam restriction are supported for type II CSI feedback, and the gNB can restrict both of spatial beam directions and power of each beams. In our view, the flexibility for interference management is sufficient for Rel-15 as well as Rel-16. In addition, some contributions discussed extension of restriction to FD basis vectors and their corresponding amplitude coefficient. According to the structure of the Rel-16 codebook, FD basis vectors and corresponding amplitude coefficient somehow impacts the beam direction. However, the relationship between beam direction and FD basis vectors are not quite clear. In other words, beam direction is hard to be determined by choosing different FD basis vector set. Hence, we propose,
Proposal6: For Rel-16 type II codebook, CBSR is applied to spatial domain basis vectors and their corresponding coefficients only.
2.5 CSI omission rule
For large N3 the value of M can be large which may not bring performance gain but increase the overhead. UE reporting of smaller value of M compared to gNB configured value should also be supported on one hand to save overhead and on the other hand to fit the CSI payload in the PUSCH resource. One can argue that the number of reported non-zero coefficients can be smaller than or equal to K0 which can handle the size of CSI payload. However if M value is too large bitmap of 2LM also becomes too large, especially for RI>1 the overhead of bitmaps to indicate non-zero coefficient indices becomes significant. For example, L=4 and p=1/2, N3/R=18 then M=9, bitmap for non-zero coefficients per layer 2LM=72 bits, for RI=2 which becomes 144bits. To further reduce the overhead, for example UE reports 1 bit where one state indicating the reported value is same as configured p value and the other state indicating reported value is smaller than configured value (e.g. 1/2).
The UE knows the total number of bits which can be carried in given PUSCH resource from gNB configured beta_offset and MCS, and for example, rank1 and rank2 payload is also known from the configured L, p values thus the UE knows whether payload for rank2 can fit into the scheduled PUSCH resource. In such case, the UE calculates PMI and CQI for rank 1 based selected NZC, and for rank 2, the UE calculates PMI and CQI based on M’ and selected NZC. It is noted that the UE calculates CQI once for each rank.
Some companies raised concerns in email discussion whether there is UE complexity involved, or how does UE determine when/how to adapt M’ etc. As we explained in the subsequent emails, we express our views again below.
In Rel-15 type II CSI, CSI omission rule is such that the PMI is prioritized on odd/even subbands, the UE fills the UCI part 1 first then wideband CSI in UCI part 2 then PMI of odd subbands then PMI of even subbands until it fits in the allocated resource, if the scheduled resource is not sufficient then the UE autonomously removes lowest priority CSI. The gNB has knowledge of the discarded CSI from the allocated resource and coding rate. However, in Rel-16 DFT based CSI compression, there are no odd/even subbands, and the number NZC are reported in UCI part 1 and exact locations are indicated by bitmap in UCI part 2, thus how to omit CSI in the case of when the scheduled resource is not sufficient is an issue. Since, payload discrepancy between rank=1 and rank>1 could still be significant after DFT compression. One way is simply by lowering reported NNZC in UCI part 1 which subsequently reduces the overhead of UCI part 2 however performance is not guaranteed. The number of FD basis components cannot be adjusted autonomously by the UE, the bitmap in UCI part 2 is closely related to the positions of the NZC, thus it cannot be scaled by the UE without gNB knowledge. In this sense, one way to ensure performance for CSI payload adjustment is through balance in M’ and NNZC. The concerns raised on M’ reporting equally applies for NNZC reporting; how does UE select the NNZC and/or scales the total number or omits CSI is also up to UE. And, the reasonable UE would make better choice of CSI feedback to ensure better performance. The UE selects FD basis based on energy and it is true that the selected FD basis may have few NZC but its contribution is higher, the idea here is to select M’ and NNZC for same payload with better performance. And, for Rel-16 DFT based CSI compression, all the necessary components are already derived by the UE, so whether to adjust NNZC only or M’ together for better performance, the UE is in the best position to decide. There is no need to calculate CQI twice, UE knows the energy of each FD basis thus it can decide on which one to remove.
Hence, we propose,
Proposal7: reporting of smaller than or equal to configured NNZC and M value in UCI part 1 can be supported.

The above CSI omission or adjustment approach can only adjust the overhead in quantization of relative coefficient by applying reduced NNZC value, while reporting smaller M value relies heavily on CSI resolution. Below we discuss CSI omission scheme while NNZC is reported in part 1 and M is configured by gNB. 
First of all, bitmap and corresponding quantization coefficient is divided into several groups by a specified grouping length. In our view, number of configured FD basis vector or twice spatial beam number, i.e. M and 2L, can be the total number of groups. In other words, it is a simple way to group per column or per row of bitmap, where the group length is same for all groups in all cases. Hence, it can reduce grouping and decoding complexity at UE and gNB. Besides, the bit indication for strongest coefficient (e.g. red bit in below examples) can be removed from the group where it is located since SCI is separately reported.
And then, a priority level is assigned for different groups by some predefined rules. Similar with Rel-15 type II CSI omission rule, wideband PMI has the highest priority among all CSI reports. Wideband PMI at least have the following components: spatial basis indication (including oversampling factors), FD basis indication, reference amplitude coefficients per layer (i.e. weak polarization coefficient) and SCI per layer. 
To be more specific, some examples are provided as below. Besides, ‘cqc’ represents corresponding quantization coefficient which is indicated by one bitmap in a group. 
Example 1:
· Grouping length: 1 column
· Mapping rule of bitmap and cqc: layer-specific 
· Strongest coefficient bit: excluded
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Figure 8: an example of per column grouping with layer-specific mapping
Example 2:
· Grouping length: 4 rows
· Mapping rule of bitmap and cqc: layer-common
· Strongest coefficient bit mapping rule:: excluded
[image: ]
Figure 9: an example of 4 columns group length with layer-common mapping

Example 3:
· Grouping length: 4 rows
· Mapping rule of bitmap and cqc: layer-common
· Strongest coefficient bit mapping rule: excluded
· Additional grouping rule: a group with strongest coefficient bit and cqc has first priority
[image: ]
Figure 10: an example of 4 rows group length with layer-common mapping and additional grouping rule

Example 4:
· Grouping length: 4 rows and 4 columns
· Mapping rule of bitmap and cqc: layer-common
· Strongest coefficient bit mapping rule: excluded
· Additional grouping rule: priority in row > priority in column
[image: ]
Figure 11: an example of 4 rows and 4 columns group length with layer-common mapping and additional grouping rule
In the above examples, the priority rule is as group 0 >group 1> group 2> …>group N 
To further clarify the CSI omission, we explain the scheme in details below. As depicted in figure 12, CSI is omitted group by group, beginning with the group with lowest priority level until the remaining total payload is equal to that of gNB scheduled bits which is calculated by scheduled resources and indicated code rate. 
In Rel-15 type II CSI, CSI omission rule is such that the PMI is prioritized on odd/even subbands, part of CSI is discarded and when remaining CSI payload is less than gNB scheduled resource the UE adjust the code rate to fill the PUSCH resource which is known at gNB due to omission rule. The CSI omission scheme described above involves bit level omission such that the remaining total payload is equal to gNB schedule resource. An example is shown figure 12 below, group 4 is completely discarded while group 3 is partly discard.

[image: ]
Figure 12: an example of bit level omission scheme for CSI omission rule
In the joint grouping and omission scheme above, a group of LC coefficients are dropped in a predictable manner with its relative bitmap. As the size of wideband PMI in CSI part 2 is known from configured parameter itself and feedback parameter from CSI part 1, the starting point of the bitmap group ‘0’ can be determined and this bitmap indicates the length of subsequent LC coefficients in group ‘0’. The bitmap of group ‘1’ then follows, which then indicates the length if LC coefficients in group ‘1’, and so on. Since the PUSCH resource is schedule and code rate is indicated by gNB, gNB exactly knows the total payload of reported CSI, while retrieving group ‘3’ the bitmap of group ‘3’ received completely however partial LC coefficient(s) is received and last LC coefficient may be incomplete since CSI is discarded in group level and bit level. 
Proposal8: group level together with bit level CSI omission scheme is supported.

An example of calculating subband PMI only is given below, for example, 56 LC coefficients are uniformly distributed in each column of all bitmap layer with a parameter combination of L = 4, M = 7 and 16psk. A baseline payload of subband PMI is 245 bits for rank = 1 which gNB at least has to schedule. Payload for Alt0_0 is 588 bits payload without any omission, while 392 bits is obtained from Alt0_1. However, the payload of Alt0_1 also exceeds the baseline bits. Although all coefficients are omitted in Alt0_2 for fulfilling this target payload, the CSI cannot be recovered from bitmap only. Alt 1 follows the rule of jointing grouping CSI omission by omitting the last 4 columns of all bitmap and relative quantization coefficients, which decreasing total payload to 236 bits with a 236/245=96% bit level resource utilization.
	
	Omission Method
	Rank
	Bitmap(bits)
	Coefficients(bits)
	Total(bits)

	Baseline
	N/A
	RI=1
	56
	7*(28-1)  =  189
	245

	Alt0_0
	Without omission
	RI=4
	56*4=224
	7*(56-4)  =  364
	588

	Alt0_1
	Omit half of quantization coefficients
	RI=4
	56*4=224
	7*(28-4) = 168
	392

	Alt0_2
	Omit all quantization coefficients
	RI=4
	56*4=224
	0
	224

	Alt1
	joint grouping CSI omission
	RI=4
	8*3*4=96
	7*(2*3*4 - 4) = 140
	236


Table 5: an example of subband PMI payload from different omission scheme

According to the above analysis, we have the following observations,
Observation 1: joint grouping CSI omission scheme can handle any parameter combination with any feedback cases (e.g. any rank values).
Observation 2: joint group together with bit-level CSI omission achieves greatly improved resource utilization and thus CSI accuracy.
In conclusion, following joint grouping CSI omission rule, it can significantly improve CSI report resource utilization efficiency in any cases. Hence, 
Proposal9: joint grouping CSI scheme of bitmap and cqc (corresponding quantization coefficient) is supported.

3. Conclusions
In this contribution we discussed different aspects of Rel-16 MU CSI feedback. Based on our analysis and evaluation results, we have following proposals:

Proposal1: a free Mintial selection scheme with bitwidth equal to  bits is supported.
Proposal2: a value of  equal to 3 is not supported.
Proposal3: a value of  equal to 2 is not supported.
Proposal4:  is rank-common parameter.
Proposal5: parameter combination configurations in table 4 are supported.
Proposal6: For Rel-16 type II codebook, CBSR is applied to spatial domain basis vectors and their corresponding coefficients only.
Proposal7: reporting of smaller than or equal to configured NNZC and M value in UCI part 1 can be supported.
Proposal8: padding scheme or bit level omission scheme is supported.

Observation 1: joint grouping CSI omission scheme can handle any parameter combination with any feedback cases (e.g. any rank values).
Observation 2: joint group together with bit-level CSI omission achieves greatly improved resource utilization and thus CSI accuracy.
Proposal9: joint grouping CSI scheme of bitmap and cqc (corresponding quantization coefficient) is supported.
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Appendix A: SLS assumption
SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD，OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, 4GHz.

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) Type II overhead reduction
4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 3,4) Type II overhead reduction

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz for 15kHz 

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation for higher RU
SU-MIMO for lower RU

	MIMO layers
	Up to 8 MU layers

	CSI feedback 
	CSI feedback periodicity (full CSI feedback) :  5 ms, 
Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	Up to 8 port DMRS without additional symbols
CSI-RS overhead included

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	50/70 % for rank 1,2
20 % for rank 3,4

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Evaluation Metric
	Throughput and CSI feedback overhead;
Ratio between throughput and CSI feedback overhead



Appendix B: SLS simulation results
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Figure 15: performance Vs overhead for one-step scheme with rank up to 4
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Figure 16: performance Vs overhead for one-step scheme with rank up to 2
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Figure 17: performance Vs overhead in different value of   with L = 2 
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Figure 18: performance Vs overhead in different value of  with L = 4 
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Figure 19: performance Vs overhead for window-based scheme with  = 2.5
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