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1	Introduction
After the agreements in RAN1#97, the design of Rel-16 Type II feedback is near completion. There are two main outstanding features that still need to be discussed: whether to introduce CSI omission rules, and if so, the details of their design; and what kind of codebook restrictions to support for the purpose of inter-cell interference mitigation. There are also several details that still need to be decided on UCI parameters and parameter combinations. In this paper we elaborate and propose solutions for the following remaining open issues:
· UCI parameters:  bitmap
· Supported parameter combinations
· UCI omissions
· Codebook subset restrictions
· Value of  for number of FD units larger than 13
2	UCI parameters: , , bitmap

Values of 
The parameter  was introduced to control the size, , of the sliding window applied to the FD components in the two-step FD basis indicator mechanism, used when the number of FD elements is large: . This parameter controls the window size by adjusting the ratio . In fact,  is defined as: .
In RAN1#97 [1] and in the follow-up email discussion, the following was agreed:
Agreement:
In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
Offline agreement:
· Finalize the values of a via down selection from {1.5, 2, 2.5}
· FFS: a=3 as an additional candidate
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, )

There are two conditions on the window size that need to be fulfilled: it has to be larger than the FD basis size, , and smaller than the number of FD units, , i.e., , which translates in the following conditions on 
	
	[bookmark: _Ref16239532](1)


We observe that, because the maximum number of configurable CQI sub-bands in a bandwidth part is 18, the parameter  is set to 2 for all  values for which the window is applied. Therefore, for any possible values of  the condition in (1) is satisfied for all candidate values of .
In principle, if the objective was keeping the window length roughly constant as a fraction of the number of FD units, the value of  would need to change with , i.e., the pair  in case of RI>2. In fact, the ratio between  and  is controlled by the product , so the larger , the smaller  needs be to keep this ratio roughly constant. In this case, one would conclude that  depends mainly on parameter  and it should be rank-specific because of the configurability of  with RI≤2 or RI>2.
However, in practice, this dependency on  is rather weak if one evaluates UPT performance. Figure 1 to Figure 3 show simulation results with CQI sub-band number , , for three possible combinations of , respectively. These results are obtained for a system with 32 antenna ports,  and for all possible values of .
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[bookmark: _Ref16257930]Figure 1. Evaluation of the impact of the intermediate window size for the two-step FD basis indicator, with parameter setting for FD basis size: .
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Figure 2. Evaluation of the impact of the intermediate window size for the two-step FD basis indicator, with parameter setting for FD basis size: .
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[bookmark: _Ref16257940]Figure 3. Evaluation of the impact of the intermediate window size for the two-step FD basis indicator, with parameter setting for FD basis size: .

We observe that in all cases the  values 2, 2.5 and 3 provide very similar performance, whereas  shows a slightly larger degradation of around 1% compared to the other values. In conclusion, it seems reasonable to avoid the unnecessary complication of allowing  to be network configurable and assume that  is fixed for all other configuration parameters.
Observation 1. There is no significant performance advantage in having a configurable .
Of the four candidate values, it is desirable to exclude  because of the larger degradation in UPT and, between the remaining three possibilities, which offer comparable performance,  seems the best choice as it minimises overhead.
Observation 2.  offers the most favourable performance/overhead trade-off across all other parameter combinations.
There is one additional observation to be made regarding the choice of  value in relation to the bit-width of the FD basis indicator. It is desirable from overhead perspective to ensure that the two-step indicator uses at most the number of bits required by a one-step indicator without windowing. A two-step indicator consists of two components: , which defines the starting point of the sliding window, and a combinatorial index indicating the FD basis components in the intermediate set identified by the window. As elaborated in more detail in the next paragraph, when the full range of values is supported for , this out-of-range problem for the bit-width of the two-step FD basis indicator never occurs for any combination of  and , when , whereas it does occur for .
Observation 3. There is a potential out-of-range issue for the bit-width of the two-step FD basis indicator, with , for some combinations of  and . For these values of , for some bit-widths of , the number of bits required by the two-step indicator can exceed that of a single-step indicator.
Proposal 1. Support a single value  for all other parameter configurations.

Minitial 
The parameter  controls the starting point (FD index) of the sliding window that determines the intermediate set of FD components in the two-step mechanism for the FD basis indicator, when .
In RAN1#97 [1], the following was agreed:
Agreement:
· For N3>19, IntS is window-based and fully parameterized with Minitial, indicating that the intermediate set consists of FD bases 
· On SCI (RI>1) and FD basis subset selection indicator, support Alt B described in the following table.
· FFS: details on bitwidth and possible values for Minitial reporting in UCI part 2
· FFS: whether the possible value(s) for Minitial can depend on configured FD compression parameters

Because of the agreement on the SCI for RI>1, the FD component index 0 always carries at least one nonzero coefficient for each layer. Hence, it makes sense for the intermediate set to always contain index 0. This property defines the range of possible values for the starting index of the window. Consequently, the possible value set for  is given by:  and the set size is .
Observation 4. The value set for  is  , which can be indicated with  bits.
We note that the indicator for  requires at most  bits, because the maximum possible window size is , corresponding to ,  and . Moreover,  is common across all layers. Therefore, the choice of bit-width for this indicator has a negligible impact on overhead.
Observation 5.  is common across all layers and the maximum possible bit-width is 5 bits. Hence the impact of this indicator on overhead is negligible.
The two-step solution for the FD basis indicator was introduced as replacement for the one-step indicator, to reduce the bit-width of the combinatorial index, hence simplifying its calculation for large number of FD units, and achieving some overhead reduction. Therefore, it is desirable to ensure that the combined bit-width of the combinatorial index for the FD basis plus the  indicator never exceeds the bit-width needed by a one-step indicator. The overhead required by the two-step indicator with full range support for  is given by:
	two-step FD indicator overhead: 
	(2)


whereas the number of bits taken by the one-step is:
	one-step FD indicator overhead: 
	(3)


We tested all possible values of  and found that the two-step overhead exceeds the one-step overhead for some combinations of  and , for  and 3, whereas this out-of-range issue never occurs for  and 2. In particular, for , the two-step indicator always needs between 1 and 5 bits less than the one-step indicator. For  and 3 the two-step indicator can be out-of-range by a maximum of 1 and 3 bits, respectively. Table 1 to Table 4 show this out-of-range check for the smallest and largest value of  for which the two-step procedure applies and for the four candidate values of .
Proposal 2. Support full range for  with bit-width  (maximum 5 bits) and value set: .

[bookmark: _Ref16501719]Table 1. Overhead required by two-step FD indicator vs. one-step for all values of  and different FD units. 
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Table 2. Overhead required by two-step FD indicator vs. one-step for all values of  and different FD units. 
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Table 3. Overhead required by two-step FD indicator vs. one-step for all values of  and different FD units. 
.5.
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[bookmark: _Ref16501722]Table 4. Overhead required by two-step FD indicator vs. one-step for all values of  and different FD units. 
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Bitmap
In RAN1#96bis [2], the size of the bitmap for RI=1,2 was agreed to be 
Agreement:
· Table 1 of R1-1905629 is agreed for the support of UCI parameters for MU-CSI

	Bitmap per layer
	UCI part 2
	RI=1-2: for layer l, size-
FFS: exact design for RI=3-4 (depending on subset selection)



In RAN1#97 [1], the agreement on the SCI for RI>1 made it possible to reduce the bitmap size by 1 bit because the bit corresponding to the strongest coefficient can be removed without affecting the correct interpretation of the bitmap. The following was agreed:
Agreement:
· For RI=3-4, bitmaps, each with size-2LMi (i=0,1,…, RI-1, where i denotes the i-th layer) are reported in UCI part 2
· FFS: If alt 3-4 is supported, size-2LMi-1 (i=0,1,…, RI-1, where  i denotes the i-th layer) are reported in UCI part 2

In principle, this extra bit in the bitmap is redundant and not needed. However, this solution would introduce a slightly different definition of the bitmap for higher ranks compared to the one agreed for lower ranks. This additional complication does not seem warranted by the saving of 3 or 4 bits achieved for reported ranks RI=3,4, respectively. Therefore, our preference is to keep the same bitmap definition for all ranks.
Observation 6. Removing the bit corresponding to the strongest coefficient from the bitmap allows to save 3 and 4 bits, respectively, for RI=3,4. However, this small saving comes at the cost of having two different bitmap size definitions for RI=1,2 and RI=3,4.
Proposal 3. Support the full-size definition of the bitmap already agreed for RI=1,2 also for RI=3,4, i.e., for RI=1-4, the bitmap for layer  has size , where  for RI≤2 and  for RI>2.
Another bitmap-related issue is the possibility that a UE may report empty polarizations. This may happen when no NZC are reported for the “weaker” polarization of a layer, i.e., the polarization that does not contain the strongest coefficient indicated by the SCI. For the “stronger” polarization, this cannot occur because the amplitude of the strongest coefficient is always set to 1, as agreed in the quantization scheme, hence there is always at least one NZC for this polarization, albeit not reported explicitly.
[bookmark: _Hlk16612142]Conversely, for the weaker polarization, a nonzero reference amplitude is always reported because the quantization alphabet does not have a zero value. However, the specifications may not say explicitly how the reference amplitude is calculated, similarly to the way wideband components are specified in Rel-15. Therefore, it may happen that a UE chooses a reference amplitude larger than the strongest NZC’s amplitude in the weaker polarization, and all differential amplitudes are set to zero. If this happens, the reference amplitude becomes useless and so does half the bitmap. Besides, there is a potential transmit power loss problem if all reported layers are empty in one polarization. In fact, a power amplifier (PA) serving one cross-polarized antenna is effectively switched off if the PMI weights for that polarization are all zero. Therefore, if the PAs operate at maximum output power, the power of the active PA cannot be increased to compensate for the antenna that is not transmitting.
This transmit power loss issue could be avoided by requiring a UE to report at least one NZC per polarization across all layers. However, this would require mandating some joint optimization between layers, which is not desirable for UE complexity reasons. A simple solution is to ensure that there is at least one NZC per polarization per layer. This requirement can be incorporated in the text of the specifications rather concisely and without explicit mentioning polarizations, which are not defined in the specifications’ language. Let us assume the following notation for the final quantized amplitude,  and  is the reference amplitude for the weaker polarization, where  is the index of the strongest coefficient. The added text could simply say: “at least one value  for which  is set to 1”. Other formulations of course are possible. 
Proposal 4. Each polarization-specific reference amplitude should have at least one ‘1’ reported in the corresponding bitmap.

3	Supported parameter combinations
In RAN1#97 it was agreed to finalise the supported parameter combinations for  in RAN1#98. During a follow-up offline email discussion, the following guidelines were agreed
Offline agreement:
· Use the following criteria for down-selecting the supported parameter combinations:
1. Avoid overly complex down selection by reducing the number of combinations for (L,p,beta) only
0. Alpha has not been decided and making it N3 dependent is unnecessarily convoluted
1. For #1
1. Remove combinations with: 
0. the total overhead exceeding the max of Rel.15 Type II
0. the UPT lower than Rel.15 Type II for the same overhead  
1. When several combinations appear redundant in terms of overhead (sharing similar overhead – or vice versa), choose the one with the best UPT, unless the best combo is shown to be scenario-dependent. Then it is justified to support several combos with more or less the same overhead

· Use the following format for a proposed supported parameter combination:

	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	
	
	
	
	



The selection criteria listed above are visually summarised in Figure 4. Each point in the UPT-overhead performance plot corresponds to a combination of parameters , where  for RI≤2 and  for RI>2. Note that some points with similar trade-off performance may not be redundant if they correspond to specific scenarios: for example, if a similar operating point is achieved with  and , it may be worth supporting both configurations because  is restricted to 32 antenna ports only.
Note that parameter  is fixed to 2 in these simulations as a result of the analysis reported earlier in this paper.
Figure 5 shows UPT-overhead performance for maximum rank 2 (MR2) for all operating points . For each value of  we plot two curves corresponding to different FD basis sizes, i.e.,   and 1/2, respectively. Finally, for each value of  we evaluate all three possible values of , which yield different maximum number of nonzero coefficients per layer, .
Let us consider the case  separately, as this parameter value is supported for specific scenarios with large number of antenna ports (32 APs). In the high overhead regime, the operating points:  had already been excluded by an earlier agreement in RAN1#96bis, as they exceed the maximum overhead of Rel-15 Type II. Of the remaining four parameter combinations, it seems enough to support three by dropping one of the two giving very similar performance-overhead trade-off:  and  . We suggest removing the first of the two as it yields similar performance to  but with larger overhead.
We now consider the case . In the high overhead regime, the point  can be removed because the UPT curve shows saturation behaviour in that region. In the medium overhead regime, the point  seems redundant as its performance is matched by another parameter combination with slightly lower overhead. Hence, we propose to keep four of the six operating points.
Finally, we look at the case , which offers operating points in the low overhead regime. In this region, the points of interest are: , whereas the other combinations can be excluded as they offer lower UPT for the same overhead than some combinations with .
We observe that the set of selected parameter combinations form an approximate convex hull of all the possible combinations, which ensures that Type II CSI feedback always operate at the best available UPT-overhead trade-off. 
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[bookmark: _Ref16519117]Figure 4. Visual representation of the criteria followed for selecting the parameter combinations. Each point in the plot corresponds to a combination of .
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[bookmark: _Ref16526197]Figure 5. Performance evaluation for MR2 and different parameter combinations 

Figure 6 shows UPT-overhead performance for maximum rank 4 (MR4) for all operating points . In this case only  and 4 are configurable. For each of these two values we plot three curves, corresponding to all possible combinations of the parameter pair , which controls the size of the FD basis for RI≤2 and RI>2, respectively. Each curve consists of three points, corresponding to the three possible values of 
In the high overhead region, the two points with most favourable UPT-overhead trade-off are:  and .
In the mid-overhead region, the best operating points are offered by the following parameter combinations:  and .
Finally, in the low overhead region, two points seem to offer a reasonable UPT for very low overhead:  and .
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[bookmark: _Ref16587997]Figure 6. Performance evaluation for MR2 and different parameter combinations 

The parameter combinations identified in the analysis above are summarised in Table 5.
Proposal 5. Support the parameter combinations of Table 5.
[bookmark: _Ref16681303]Table 5. Proposed supported parameter combinations
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	2
	1/4
	1/8
	1/4
	-

	2
	1/4
	1/8
	1/2
	-

	4
	1/4
	1/8
	1/4
	-

	4
	1/4
	1/8
	1/2
	-

	4
	1/4
	1/4
	3/4
	-

	4
	1/2
	1/4
	1/2
	-

	6
	1/4
	-
	1/4
	32 CSI-RS ports, RI=1-2

	6
	1/4 
	-
	1/2
	

	6
	1/4
	-
	3/4
	




4	UCI omissions
In both Rel-15 and 16 Type II CSI feedback, the payload is arranged in two parts. Part 1, which may be transmitted in either PUCCH or PUSCH, has fixed size for any RI and contains some basic information used by the gNB to determine the payload size of Part 2. The bulk of CSI payload is found in Part 2, which can only be transmitted in PUSCH. The size of Part 2 can vary widely, depending on the reported RI: for example, in both Releases, the size of Part 2 for RI=2 can be twice as large as that for RI=1, primarily because the number of nonzero coefficients (NZCs) can double when a second layer is reported.
Moreover,  CSI reports can be configured in one slot, where each report may contain the subband PMI for a different combination of subbands in one or more bandwidth parts. On one hand, the parameters controlling the CSI payload size, such as the size of the spatial domain (SD) and frequency domain (FD) bases subsets and the maximum number of NZCs in Rel-16, are RRC configured, but on the other, the resource allocation for a UE on the PUSCH may change more rapidly due to variable uplink traffic demands.
These two factors, the faster variation of PUSCH resource allocation relative to RRC parameter configuration, and the wide range of CSI payload sizes, may cause the resources available for a UE in the PUSCH to be insufficient to transmit all  CSI reports in full.
In Rel-15 a mechanism was introduced to drop portions of Type II CSI reports when the CSI payload exceeds the configured resource allocation on the PUSCH. In Rel-15 this is achieved by dividing Part 2 of the CSI payload in a slot, which contains  reports, into  segments with different priority levels. These segments are dropped in order of increasing priority until the UCI code rate falls below a threshold, such that the CSI payload fits in the available PUSCH resources. The priority levels are described in Table 6 (cf. Table 5.2.3-1 of TS 38.314), where Priority 0 has the highest priority and Priority  has the lowest priority.
In Rel-15, CSI reports are partitioned in three types of segments with different priority levels:
1) wideband (WB) portion with the highest priority (priority 0),
2) even sub-band portion, with priority  for CSI report , and
3) odd subband portion, with priority .
These segment definitions allow to preserve some accuracy in the PMI reconstruction in the presence of omissions because the gNB can interpolate the PMIs in the odd sub-bands if these are missing. Even if  segments are dropped and both odd and even segments are missing for a CSI report, there is still a WB CSI available.

[bookmark: _Ref14105276]Table 6. Priority levels for Part 2 of Type II CSI reports in Rel-15.
	Priority 0:
Part 2 wideband CSI for CSI reports 1 to 

	Priority 1:
Part 2 subband CSI of even subbands for CSI report 1

	Priority 2:
Part 2 subband CSI of odd subbands for CSI report 1

	Priority 3:
Part 2 subband CSI of even subbands for CSI report 2

	Priority 4:
Part 2 subband CSI of odd subbands for CSI report 2

	⁞

	Priority :
Part 2 subband CSI of even subbands for CSI report 

	Priority :
Part 2 subband CSI of odd subbands for CSI report 



A similar problem of CSI payload exceeding the available PUSCH resources may occur in Rel-16 Type II. However, because of the newly introduced frequency compression mechanism, the NZCs of the PMI representation cannot be partitioned in wideband components, even and odd sub-bands, hence the Rel-15 omission procedure is no longer applicable in the form described in Table 6.
Observation 7. In Rel-16, like in Rel-15, the faster variation of PUSCH resource allocation relative to RRC parameter configuration, and the wide range of CSI payload sizes, may cause the resources available for a UE in the PUSCH to be insufficient to transmit all  Part-2 CSI reports in full.
Observation 8. Rel-15 omission rules are not applicable to Rel-16 Type II in their original form because the NZCs cannot be partitioned in wideband, even and odd sub-bands.
Compared to Rel-15, in Rel-16 Type II CSI feedback there is already a flexible mechanism to control the payload size of a CSI report. In fact, a UE can adapt the number of reported NZCs such that all  reports can be accommodated in the PUSCH resources. This adaptation mechanism is transparent to the specifications and results in an optimised PMI because, if the coefficient selection is done properly, the weakest coefficients in each layer are dropped until the code rate falls below a predefined threshold.
Observation 9. In Rel-16 there is already a flexible mechanism to control the payload size of a CSI report by adapting the number of reported NZCs. This adaptation results in an optimised PMI because it allows to drop the weakest coefficients for each layer and does not require specification of omission rules.
One drawback of not defining omission rules for Rel-16 Type II is that the gNB would not be able to tell when the nominal CSI payload exceeds the allocated PUSCH resources. In fact, if the CSI payload is adapted to the available resources in a specification-transparent manner, the  indicator in Part 1 would always indicate the actual number of reported NZCs rather than the nominal number. Hence, a gNB would still be able to reduce the allocated resources if the CSI reports do not fully utilise these resources, but it would not be able to increase the allocation to accommodate a larger CSI payload. Therefore, the introduction of omission rules in Rel-16 may be justified by allowing the gNB to better adapt the resource allocation on PUSCH to the payload of CSI reports.
Observation 10. The specification of omission rules may be justified by the fact they allow a gNB to better adapt the resource allocation on PUSCH to the CSI report payload.
In the following, we elaborate on how new omission rules may be structured for Rel-16.
In designing the omission rules for Rel-16 Type II CSI reports, we need to fulfil several requirements, most of which were already applied in Rel-15 Type II omissions:
1. The payload size of CSI reports with omissions should be determined without ambiguity by both UE and gNB and without prior decoding of Part 2
2. No PMI recalculation. A UE should be able to drop portions of CSI reports without having to recalculate any of the CSI component parts, such as SD/FD bases, linear combination coefficients, nominal number of NZCs, etc.
3. No extra signalling should be required to support omissions
4. The gNB should be able to reconstruct a meaningful PMI from all CSI reports with omissions
5. Omissions should not drop layers and/or polarizations, i.e., the rank of CSI reports should be preserved and the probability of having empty polarizations should be minimised.
To fulfil requirements 1 to 3, it is not possible to drop fixed portions of the bitmap without recalculation of the total number of NZCs or without introducing a new indicator of NZCs after omissions. The reason for this limitation is that the distribution of NZCs is unknown and it is not possible to predict the number of NZCs in the dropped bitmap part. 
With reference to requirement 4, we observe that the highest priority level should be designed to carry enough information for the gNB to reconstruct a PMI for each of the   CSI reports with reasonable quality. Therefore, because the SD and FD bases, bitmap, SCI and reference amplitude for the weaker polarization are required for a correct reconstruction of the PMI, all these indicators carried by Part 2 of a CSI report should be reported with the highest priority.
Regarding the last objective, one reason not to drop entire polarizations is to avoid wasting the report of the amplitude reference and half the bitmap. Besides, it is also desirable to avoid any transmit power loss in case power amplifiers (PAs) operate at maximum output power. In this case, if a PA serving one cross-polarized antenna is effectively switched off because the PMI weights for that polarization are all zero, the power of the PA serving the other antenna cannot be increased to compensate for the antenna that is not transmitting.
With the above design objectives in mind, we introduce an omission strategy characterised by two design features:
1. partitioning of the nonzero coefficients for each CSI report in two groups
2. partitioning of the nonzero coefficient bitmap for a CSI report in two segments
Observation 11. If CSI omission rules are introduced, they should be designed with the following criteria:
1. CSI Part 2 payload size after omissions should be determined without ambiguity by both UE and gNB without prior decoding of Part 2
2. The gNB should be able to reconstruct a meaningful PMI from all CSI reports with omissions
3. No PMI recalculation. A UE should be able to drop portions of CSI reports without having to recalculate any of the CSI component parts, such as SD/FD bases, linear combination coefficients, nominal number of NZCs, etc.
4. No extra signalling should be required to support omissions
5. Omissions should not drop layers and/or polarizations, i.e., the rank of CSI reports should be preserved and the probability of having empty polarizations should be minimised.
These design goals can be achieved by partitioning the NZCs in two groups containing a fixed portion of :  and .
[bookmark: _GoBack]
Firstly, let us consider how to define two groups of NZCs. We cannot omit all the NZCs that are in a fixed portion of the SD basis, or portion of the FD basis, or portion of layers, because the number of NZCs in these portions is variable, hence the gNB cannot predict the size of the omitted portions. Therefore, we must omit a fixed fraction of the total number of reported coefficients, for example half of the total. For the  CSI reports in a slot, we define  priority levels: the first portion of NZCs is transmitted with the highest priority (priority 0) for all  CSI reports, with CSI report  contributing  coefficients, where  is the CSI report index. Each of the remaining  priorities contain the second group of NZCs for one CSI report, with CSI report  providing its second group of  coefficients to priority level .
Once we decide to omit half the total NZCs, the order of the indices followed to choose the coefficients to omit does matter. This is because, if we use, for example, the following order: layers first, then FD basis, then SD basis, we may end up omitting a layer altogether and reduce the reported rank. However, changing the order in which coefficients are read does not guarantee that all layers are nonempty. This becomes clear with a simple example. Consider the following bitmap for layer 0: , and for layer 1:  and let us indicate the corresponding NZCs with the notation: , where  is the row index (SD basis) of the bitmap,  is the column index (FD basis) and  is the layer index. By following the order: , i.e., FD basis first, then SD basis, then layers, the ordered NZCs read: , and by dropping the last  coefficients we remove all NZCs from layer 1, so we end up with only one surviving layer. Figure 7 illustrates with another example how the NZCs are assigned to the priority levels in this case.
One solution to avoid dropping entire layers, is to omit half NZCs from each layer. Because of the integer approximation of the ceiling function, care needs to be taken to ensure that the total number of remaining NZCs is . This can be done in a systematic way, which we illustrate by using the example above. We introduce the notation:  for the number of NZCs in layer . We compute the value: , which tells us that we need to drop  coefficients from the first  layer, and  coefficients from the last  layers. In practice, we drop the last  coefficients from layer 0 and the last  from layer 1. By using the same ordering as above, , the dropped coefficients become: . Therefore, this NZC partitioning ensures that both layers have some surviving NZCs.
[image: ]
[bookmark: _Ref16693099]Figure 7. Example of priority-based grouping of nonzero coefficients for a CSI report  with RI=2.
 
However, this coefficient partitioning does not guarantee that all polarizations are nonzero. In fact, the second polarization of layer 0, formed by SD components , is empty after the omissions. Therefore, one solution to avoid dropping entire polarizations is to omit half NZCs for each polarization rather than layer. In this case there are four bitmap parts corresponding to polarizations, the top two rows of , the bottom two rows of , the top two rows of  and the bottom two rows of . We use the notation:  for the number of NZCs in a bitmap part , which now corresponds to a polarization rather than a layer. We compute the new , which tells us that we need to drop   coefficients from the first  part (=polarization in this case), and   coefficients from the other remaining 3 parts. In practice, we drop the last  coefficients from the top polarization of ,  coefficients from the bottom polarization of ,  coefficients from the top polarization of  and the last  coefficient from the bottom polarization of . By using the same ordering used before, , the dropped coefficients now become: . Therefore, by this approach one ensures that all 4 polarizations have some surviving NZCs, and the total number of dropped coefficients is still equal to . Figure 8 illustrates with another example how the NZCs are partitioned in this case.
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[bookmark: _Ref16695366]Figure 8. Example of priority-based grouping for nonzero coefficients and bitmap partitioning for a CSI report  with .

Observation 12. In order to avoid empty layers or empty polarizations, half NZCs in each layer or polarization should be dropped, respectively. This can be done in a simple and unambiguous way such that the size of the two NZC groups is  and , respectively.
Besides the NZCs, the bitmap can also be partitioned in two parts. In fact, one can remove from the bitmap sequence included in a priority level as many bits as the number of NZCs that are omitted in that same priority group. In fact, as pointed out already, removing fixed sections of the bitmap is not possible without signalling the number of NZCs that are dropped in the omitted bitmap part, because otherwise the gNB would not be able to predict the payload size of Part 2 after omissions. Instead, for any given reading order of the bitmap, we can always remove the last x elements if we omit the last x NZCs, because no reported coefficient can be found in the last x elements of the bitmap. Figure 9 illustrates this concept for the NZC grouping example of Figure 8.
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[bookmark: _Ref16700405]Figure 9. Illustration of bitmap partitioning for the example of Figure 8.

Observation 13. The bitmap can also be partitioned in a simple and unambiguous way in two parts, the first containing  bits, the second containing the remaining  bits.
Proposal 6. Consider one of the two alternative solutions for CSI reports exceeding the resource allocation in PUSCH.
· UE to adapt the number of reported NZCs to fit the resource allocation in a specifications-transparent way. No need for omission rules.
· Introduce omission rules based on partitioning the NZCs and bitmap in two parts without additional signalling and without omitting entire layers or polarizations.
· The two NZC groups contain  and  coefficients, respectively, with each polarization contributing half its NZCs. 
· The first bitmap part is obtained by removing  bits from the original bitmap: the last  bits are removed from each polarization, where  is half the NZCs found in that polarization. 
5	CBSR
In RAN1#95 [3], the following was agreed regarding codebook subset restriction (CBSR) for Rel-16 Type II
 Agreement:
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signalling mechanism 
In Rel-15 Type II CBSR, the WB amplitudes of 4 beam groups (each of size ) can be restricted by setting the maximum amplitude to 1 (no restriction),  (-3dB),  (-6dB) or 0 (beam use is restricted). The WB amplitude restriction allows more flexibility in mitigating inter-cell interference without excluding certain beans as in Type I CBSR.
In Rel-16 Type II, because of the DFT-based FD compression operation, amplitude restriction on the transformed coefficients does not achieve the intended beam amplitude restriction on the sub-bands, which allows to mitigate inter-cell interference on certain beam directions. Besides, in Rel-16 amplitude references are polarization-specific and only the amplitude reference of the weaker polarization may be restricted, as the one for the stronger polarization is always set to one. However, introducing a restriction only on the amplitude reference is undesirable because it affects an entire polarization, which may contain beams that need no restriction and may not contain all the beams that ought to be restricted. In order to restrict the amplitude of the NZCs for a given beam, , a restriction should be introduced on the product of reference and differential amplitudes.
To restrict a beam amplitude on all sub-bands, like in Rel-15 Type II, the restriction needs to be on the amplitude of a beam’s coefficients in  rather than . This is, however, difficult to specify as it requires introducing a notation for the coefficients before FD transformation or, equivalently, applying some joint constraint across all NZCs of a beam.
A simpler alternative is to adopt beam restriction only, i.e., restricting the use of some beams as in Rel-15 Type I CBSR. Note that a finer amplitude restriction on nonzero beams may be applied by the gNB with no specifications impact when reconstructing the PMI.
Observation 14. CBSR serves the purpose of restricting the gNB transmit power on certain beams’ direction to mitigate inter-cell interference. In Rel-16, FD codebook restriction does not achieve this goal. Restrictions on the SD beams can be done in at least three ways:
· Restricting the use of some beams, like in Rel-15 Type I
· Restricting the maximum amplitude of a beam’s NZCs, independently. Because these coefficients are DFT-transformed, this restriction does not result in a spatial beam amplitude restriction across all sub-bands.
· Restricting the amplitude of a beam’s NZCs, jointly, i.e., introducing restriction on a beam’s coefficients in  rather than .
Observation 15. A gNB can restrict the amplitude of SD beams after PMI reconstruction, in a specifications-transparent manner.
Proposal 7. Support one of the following options for CBSR in Rel-16 Type II
· SD beam restriction only, like in Rel-15 Type I
· Joint restriction on coefficients’ amplitudes for certain SD beams with the aim of restricting the beams’ coefficients amplitudes in  rather than 

6	Value of  for number of units larger than 13
The parameter  defines the number of units in the FD codebook and, therefore, the size of the DFT operation across the PMI sub-bands. In RAN1#97 [1] the following was agreed
Agreement:
On the value of N3 for (N3=NSB×R) > 13:
· For Alt1 (padding), consider only extrapolation-based scheme and decide on the final specific design alternatives in RAN1#97 (Reno) for down selection in RAN1#98 (Prague)
· For Alt2 (two segments), the following alternatives will be considered for down selection in RAN1#98 (Prague): 
· Alt2.1: S1: 1, …, Y; 	S2: NSB×R -Y+1, …, NSB×R
· Alt2.2: S1: 1, …, N3;	S2: NS - N3+1, …, NS
Agreement:
On Alt1 (padding, as described in R1-1907783) for N3, for evaluation purposes, select one of Alt1.1, 1.2, 1.3, and 1.4 in RAN1#98 (Prague) as described in the table of R1-1907783.
· Alt1.1, 1.2, 1.3, 1.4 are described in R1-1907783

The proposed padding schemes are described in Table 7. For simplicity of design and to guarantee performance, it would be preferable to adopt the same simple definition of  for all possible number of PMI sub-bands, , where  indicates the number of configured CQI sub-bands. In fact, if padding was introduced, it would be difficult to ensure consistent PMI quality without mandating certain padding schemes with good enough performance. However, mandating UE’s behaviour is typically avoided in the specifications.
[bookmark: _Ref16851329]Table 7. Proposed padding schemes for 
	Notation:
· : the number of FD compression units (derived from the number of CSI subbands and R) before padding. 
· : the smallest integer which is a multiple of 2, 3 or 5 and is larger than .
· {, }: The precoding coefficient of the unit  in the original  units. 
· : extrapolation length 
· : padding coefficients 

Procedure:  units are prepended to the original  units; and  units are appended to the original  units, resulting in:
· When :  
· When : 
· When : 
  
Padding signal (extrapolation):
· Alt 1.1: Average:  
· Alt 1.2: Raised cosine extrapolation: 
· When : 
· When : 
· When : 
· Alt 1.3: Repetition:
· If  , 
· If 
· Alt 1.4: Zero padding: 




If agreeing a single definition of  was not possible, a compromise solution could be to extend the current definition of  for  to . This would allow to operate Type II feedback without need for padding when  is configured to 1, as the maximum number of configurable CQI sub-bands in a bandwidth part is 18.
For , we tested the candidate padding schemes of Table 7. We observe that Alt1.4 is, as expected, the worst performing, with significant degradation. Amongst the other three padding solutions, performance is very similar, with Alt1.2 showing slightly better behaviour than the others.
[image: ]
Figure 10. Evaluation of the candidate padding schemes in one configuration for .

Proposal 8. Adopt the same simple definition for  for all values of .
Proposal 9. For evaluation purpose, select Alt1.2 amongst the candidate padding schemes and restrict final evaluation to 

7	Conclusion
In this contribution, we have presented our views on the open issues for the enhanced Type II codebook for CSI feedback, based on analysis and simulation results. 
Our observations and proposals are summarised as follows.
UCI parameters:
 
Observation 1. There is no significant performance advantage in having a configurable .
Observation 2.  offers the most favourable performance/overhead trade-off across all other parameter combinations.
Observation 3. There is a potential out-of-range issue for the bit-width of the two-step FD basis indicator, with , for some combinations of  and . For these values of , for some bit-widths of , the number of bits required by the two-step indicator can exceed that of a single-step indicator.
Proposal 1. Support a single value  for all other parameter configurations.
Minitial
Observation 4. The value set for  is  , which can be indicated with  bits.
Observation 5.  is common across all layers and the maximum possible bit-width is 5 bits. Hence the impact of this indicator on overhead is negligible.

Proposal 2. Support full range for  with bit-width  (maximum 5 bits) and value set: .
Bitmap
Observation 6. Removing the bit corresponding to the strongest coefficient from the bitmap allows to save 3 and 4 bits, respectively, for RI=3,4. However, this small saving comes at the cost of having two different bitmap size definitions for RI=1,2 and RI=3,4.

Proposal 3. Support the full-size definition of the bitmap already agreed for RI=1,2 also for RI=3,4, i.e., for RI=1-4, the bitmap for layer  has size , where  for RI≤2 and  for RI>2.
Proposal 4. Each polarization-specific reference amplitude should have at least one ‘1’ reported in the corresponding bitmap.
Supported parameter combinations
Proposal 5. Support the following parameter combinations
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	2
	1/4
	1/8
	1/4
	-

	2
	1/4
	1/8
	1/2
	-

	4
	1/4
	1/8
	1/4
	-

	4
	1/4
	1/8
	1/2
	-

	4
	1/4
	1/4
	3/4
	-

	4
	1/2
	1/4
	1/2
	-

	6
	1/4
	-
	1/4
	32 CSI-RS ports, RI=1-2

	6
	1/4 
	-
	1/2
	

	6
	1/4
	-
	3/4
	



UCI omissions
Observation 7. In Rel-16, like in Rel-15, the faster variation of PUSCH resource allocation relative to RRC parameter configuration, and the wide range of CSI payload sizes, may cause the resources available for a UE in the PUSCH to be insufficient to transmit all  Part-2 CSI reports in full.
Observation 8. Rel-15 omission rules are not applicable to Rel-16 Type II in their original form because the NZCs cannot be partitioned in wideband, even and odd sub-bands.
Observation 9. In Rel-16 there is already a flexible mechanism to control the payload size of a CSI report by adapting the number of reported NZCs. This adaptation results in an optimised PMI because it allows to drop the weakest coefficients for each layer and does not require specification of omission rules.
Observation 10. The specification of omission rules may be justified by the fact they allow a gNB to better adapt the resource allocation on PUSCH to the CSI report payload.
Observation 11. If CSI omission rules are introduced, they should be designed with the following criteria:
1. CSI Part 2 payload size after omissions should be determined without ambiguity by both UE and gNB without prior decoding of Part 2
2. The gNB should be able to reconstruct a meaningful PMI from all CSI reports with omissions
3. No PMI recalculation. A UE should be able to drop portions of CSI reports without having to recalculate any of the CSI component parts, such as SD/FD bases, linear combination coefficients, nominal number of NZCs, etc.
4. No extra signalling should be required to support omissions
5. Omissions should not drop layers and/or polarizations, i.e., the rank of CSI reports should be preserved and the probability of having empty polarizations should be minimised.
These design goals can be achieved by partitioning the NZCs in two groups containing a fixed portion of :  and .
Observation 12. In order to avoid empty layers or empty polarizations, half NZCs in each layer or polarization should be dropped, respectively. This can be done in a simple and unambiguous way such that the size of the two NZC groups is  and , respectively.
Observation 13. The bitmap can also be partitioned in a simple and unambiguous way in two parts, the first containing  bits, the second containing the remaining  bits.

Proposal 6. Consider one of the two alternative solutions for CSI reports exceeding the resource allocation in PUSCH.
· UE to adapt the number of reported NZCs to fit the resource allocation in a specifications-transparent way. No need for omission rules.
· Introduce omission rules based on partitioning the NZCs and bitmap in two parts without additional signalling and without omitting entire layers or polarizations.
· The two NZC groups contain  and  coefficients, respectively, with each polarization contributing half its NZCs. 
· The first bitmap part is obtained by removing  bits from the original bitmap: the last  bits are removed from each polarization, where  is half the NZCs found in that polarization. 
Codebook subset restrictions
Observation 14. CBSR serves the purpose of restricting the gNB transmit power on certain beams’ direction to mitigate inter-cell interference. In Rel-16, FD codebook restriction does not achieve this goal. Restrictions on the SD beams can be done in at least three ways:
· Restricting the use of some beams, like in Rel-15 Type I
· Restricting the maximum amplitude of a beam’s NZCs, independently. Because these coefficients are DFT-transformed, this restriction does not result in a spatial beam amplitude restriction across all sub-bands.
· Restricting the amplitude of a beam’s NZCs, jointly, i.e., introducing restriction on a beam’s coefficients in  rather than .
Observation 15. A gNB can restrict the amplitude of SD beams after PMI reconstruction, in a specifications-transparent manner.

Proposal 7. Support one of the following options for CBSR in Rel-16 Type II
· SD beam restriction only, like in Rel-15 Type I
· Joint restriction on coefficients’ amplitudes for certain SD beams with the aim of restricting the beams’ coefficients amplitudes in  rather than 
Value of  for number of FD units larger than 13
Proposal 8. Adopt the same simple definition for  for all values of .
Proposal 9. For evaluation purpose, select Alt1.2 amongst the candidate padding schemes and restrict final evaluation to 
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Appendix	
[bookmark: _Ref528934101]Table 8.  System Simulation Parameters
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM

	Multiple access 
	OFDMA

	Scenario
	Dense Urban

	Carrier frequency
	4GHz

	Inter-BS distance
	200m

	Channel model
	UMa, according to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	As in TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH 
	LDPC

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Number of RBs
	52

	CSI Feedback bit allocation 
	LD 
	  and   bits

	
	FD-DFT
	   and 

	Simulation bandwidth
	10 MHz for 15kHz

	Frame structure
	Slot Format 0

	MIMO scheme
	SU/MU-MIMO with rank adaptation.

	MIMO layers
	Maximum MU layers = 12

	CSI feedback
	CSI feedback periodicity:  5 ms
Scheduling delay:  4 ms

	Overhead
	2 symbols/slot

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% target utilization.  Arrival rates are:
· 4 users/sec for 16 antenna ports results in 62% RU
· 5 users/sec for 32 antenna ports results in 60% RU

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE

	Feedback assumption
	Realistic

	Channel estimation
	Non-ideal



[bookmark: _Ref525918101]
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