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1 Introduction
In RAN#80, a new work item on MTC enhancements was approved (RP-181450) with the following objective:
Scheduling enhancement:
· Specify MPDCCH performance improvement by using CRS at least for connected mode [RAN1, RAN2, RAN4]

In the previous meetings, the following agreements were reached:

Agreement
When CSI-based precoding is configured, use predefined precoding cycling as the fallback mechanisms.
· FFS: Details on fallback mechanism

Agreement
For precoder cycling for distributed MPDCCH, select one options for precoding in RAN1#98
· Option 1: Based on rank-1 precoders
· Option 2: Based on rank-2 precoders
Companies are encouraged to submit simulation results.
Agreement
Precoders with indices 0, 1 consist of the precoder set for 2Tx
Agreement
If n is the last subframe in which PMI is reported, the reported precoder is applied to a set of MPDCCH candidates for mapping between CRS port and MPDCCH DMRS port in subframe n+4 
Agreement
For precoder cycling, at least the granularity of 1 PRB in frequency domain is supported. 
· FFS: whether other granularities are supported or not.


In this contribution, we present further details on how to enable CRS-based channel estimation for MPDCCH.
2 Remaining details for precoder cycling
Granularity in frequency domain
In previous meetings it was discussed whether the precoder granularity in the frequency domain can be increased (current one is 1 PRB). One of the assumed advantages of increasing the granularity in the frequency domain is that the UE can perform channel estimation across more than 1 PRB, increasing the accuracy of the channel estimates. In many cases, however, this may not be possible due to complexity increase, as discussed during the Rel-13 work item [1]. The complexity resides on the fact that the UE does not know the aggregation level of the MPDCCH, and thus has to perform separate channel estimation hypotheses depending on the aggregation level. The reasoning from [1] is shown in Appendix for quick reference.
The issue shown in [1] and the appendix affects only localized MPDCCH – for distributed MPDCCH, in most cases it is possible to perform wider band channel estimation due to the mapping process. Thus, we make the following proposal
Proposal 1: At least for localized MPDCCH, the granularity of precoding in the frequency domain is 1 only PRB.
For distributed MPDCCH, the gain of increasing the bundle size in the frequency domain is unclear with the introduction of the usage of CRS; evaluations should be carried out when combining the DMRS channel estimation with the wideband CRS channel estimation.
Observation 1: Introduction of PRB bundling for distributed MPDCCH should be contingent on showing gains with respect to a baseline that includes DMRS + wideband CRS channel estimation.

Sequence and sets of precoders
One open issue for the sequence of precoders is whether the set is configured or not. For the purpose of getting frequency diversity, it is unclear what would be the gain related to configuring the set of precoders. Thus, for the purpose of saving RRC signalling, we propose to define the set of used precoders in the specification.
Proposal 2: The precoder set for precoder cycling is fixed in the specification. 
The precoder cycling sequence can be based on one of the following options
· Pseudo-random: The precoders are based on a pseudo-random number generator. The main pro of this approach is that it randomizes the interference between different cells and UEs. Also, it is simpler than finding a general equation that would work for all cases.
· Deterministic: The specification can define an equation that sets the pattern.
Proposal 3: For the precoder sequence, RAN1 to downselect between:
- Option 1: The sequence of precoders is selected based on the output of a binary pseudo-random sequence.
- Option 2: The sequence of precoders is defined in a deterministic manner. 
Rank1 vs Rank2
Another remaining issue from the previous meeting is whether the precoder cycling for distributed MPDCCH is based on rank-1 or rank-2 precoders. We make the following notes:
· For localized operation, the precoders must be rank-1 – this implies that a UE has to implement rank-1 CRS to DMRS mapping.
· It is possible to form a subset of the rank-2 precoders by combining rank-1 precoders. For example, from Table Table 6.3.4.2.3-1 in 36.211 (reproduced below for completeness), the rank-2 precoder with precoder index 1 can be built from rank-1 precoders {0,1}, and rank-2 precoder index 2 can be built from rank-1 precoders {2,3}. 



Table 6.3.4.2.3-1: Codebook for transmission on antenna ports  and for CSI reporting based on antenna ports  or 
	Codebook index
	
Number of layers 

	
	1
	2

	0
	

	


	1
	

	


	2
	

	


	3
	

	-



Note that current eMTC UEs supporting TM6 already support the functionality of translating a CRS channel estimation to a beamformed channel estimation. Since BL/CE UEs only support single layer transmission, this functionality is limited to single layer precoders. 
Observation 2: Rel-13 BL/CE UEs implementing TM6 already support translation of CRS channel estimation to precoded channel estimation based on rank-1 precoders, but not on rank-2 precoders.
In RAN1#97, some companies (e.g. [2]) proposed to use 2-layer precoders for the case of distributed transmission. As explained above, current BL/CE UEs do not implement the functionality of deriving a rank-2 “beamformed” channel from CRS. Therefore, implementing rank-2 precoders may result in substantial implementation/verification impact that may not be justifiable in terms of performance gain, as we try to show in the following.
In Table 1 we show the single layer precoders with real entries resulting from Table 6.3.4.2.3-2 in TS 36.211 (the analysis is restricted to real precoders as they may allow for simpler UE implementation).
Table 1 Single layer precoders
	
	
	
	
	
	
	
	

	1
	1
	1
	1
	1
	1
	1
	1

	1
	-1
	1
	-1
	1
	1
	-1
	-1

	1
	1
	-1
	-1
	1
	-1
	1
	-1

	1
	-1
	-1
	1
	-1
	1
	1
	-1



It can be seen that, in general, not all 2-layer precoders can be built from concatenating pairs of 1-layer precoders, but an equivalent precoder with a same performance can be found.
For example, consider one of the examples from [2] – rank-2 precoder with index 13. This precoder is as follows:

Which can’t be built from a pair of rank-1 precoders, since the first element of the second column is “-1”. However, note that

The only difference in these precoders, therefore, is that the second layer would be multiplied by “-1” with respect to the rank1 precoder. The same equivalence can be found for all other 2-layer precoders.
Observation 3: In the case of 4 CRS ports, and for any rank-2 real precoder (precoder indices {0,2,8,10,12,13,14,15}) there is an equivalent pair of two rank-1 precoders that offer the same performance (the precoders are equal except for a sign change in some of the columns)
Proposal 4: For distributed operation, the precoder cycling is based on real rank-1 precoders. 
[bookmark: _GoBack]Any set of 4 orthogonal precoders should provide the same performance. We propose to use the last 4 precoders in Table 1.
Proposal 5: For distributed operation and 4 CRS ports, use rank-1 precoders with indices {12,13,14,15} in Table 6.3.4.2.3-2 of TS 36.213.
Another remaining issue is what to do in the case of single CRS port. In this case, since there is no spatial degree of freedom, we propose to specify that CRS port zero is equivalent to any DMRS port.
Proposal 6: For single CRS port, all the DMRS ports are equivalent to the CRS port.
3 Operation for localized operation
In RAN1#94b it was agreed that mappings based on CSI report and predefined mappings are supported. In our view, both mappings should be supported simultaneously (but without impacting UE complexity): CSI report should be used when it is available (e.g. small delay since the last CSI feedback, or small doppler), but it has some reliability issues (e.g. if CSI report is decoded incorrectly at the eNB, the UE will not be able to decode the MPDCCH). The predefined mapping, on the other hand, allows for robust operation when channel conditions are unknown, but suffers from reduced performance with respect to techniques that rely on CSIT. Thus, it is desirable that, in a single MPDCCH search space, some candidates have predefined mapping and some other candidates have mapping based on CSI feedback.
Note that the typical MPDCCH operation for localized mapping is as follows:
1) UE estimates the channel for all ports (107/108/109/110) and for all PRBs.
2) UE calculates LLRs for all REs in all PRBs (4 demod per RE, assuming different ports)
3) UE uses the candidate table/hashing functions to determine the RE/port mapping of different candidates, and feeds the corresponding LLRs to the decoder.
The simplest way to enable dual operation, in this case, is to make one of the ports (e.g. port 107) to follow the CSI mapping and others to follow predefined mapping.
Proposal 7: For CRS-MPDCCH mapping for localized transmission:
	- A subset of the MPDCCH ports follow the latest reported CSI report
	- A subset of the MPDCCH ports follow a preconfigured mapping with respect to CRS ports.
Note that the typical operation for CSI feedback in LTE does not require the eNB to follow the UE feedback, and the precoder is either 1) Transparent to the UE (MPDCCH/DMRS-based TM), or 2) Indicated in DCI. For the case under study, the precoding cannot be transparent (since we want to map DMRS and CRS ports), and cannot be indicated in DCI, since the MPDCCH is carrying the DCI itself. Also, note that only a subset of the MPDCCH ports would be defined using this “PMI-based feedback” – the eNB may use other ports/candidates for diversity-based transmission.
The technique above is useful for FDD operation with CSI feedback. In TDD, however, the network may resort to SRS-based reciprocity operation. In this case, the “closed loop” operation is not codebook-based, and thus the UE may not make any assumption on the precoder used by the eNB. If we enable this operation, then we could follow a similar approach as the one in proposal 3, but having the “closed loop” port not associated to CRS ports.
Proposal 8: For TDD operation, enable closed loop operation with reciprocity-based beamforming:
	- A subset of the MPDCCH ports do not have mapping to CRS ports.
	- A subset of the MPDCCH ports follow a preconfigured mapping with respect to CRS ports.



4 Conclusion
In this contribution we presented our views on how to perform MPDCCH-CRS mapping for improved channel estimation. We made the following proposals:
Proposal 1: At least for localized MPDCCH, the granularity of precoding in the frequency domain is 1 only PRB.

Observation 1: Introduction of PRB bundling for distributed MPDCCH should be contingent on showing gains with respect to a baseline that includes DMRS + wideband CRS channel estimation.

Observation 2: Rel-13 BL/CE UEs implementing TM6 already support translation of CRS channel estimation to precoded channel estimation based on rank-1 precoders, but not on rank-2 precoders.

Observation 3: In the case of 4 CRS ports, and for any rank-2 real precoder (precoder indices {0,2,8,10,12,13,14,15}) there is an equivalent pair of two rank-1 precoders that offer the same performance (the precoders are equal except for a sign change in some of the columns)

Proposal 4: For distributed operation, the precoder cycling is based on real rank-1 precoders. 

Proposal 5: For distributed operation and 4 CRS ports, use rank-1 precoders with indices {12,13,14,15} in Table 6.3.4.2.3-2 of TS 36.213.

Proposal 6: For single CRS port, all the DMRS ports are equivalent to the CRS port.

Proposal 7: For CRS-MPDCCH mapping for localized transmission:
	- A subset of the MPDCCH ports follow the latest reported CSI report
		FFS: Details of timeline
	- A subset of the MPDCCH ports follow a preconfigured mapping with respect to CRS ports.

Proposal 8: For TDD operation, enable closed loop operation with reciprocity-based beamforming:
	- A subset of the MPDCCH ports do not have mapping to CRS ports.
	- A subset of the MPDCCH ports follow a preconfigured mapping with respect to CRS ports.




Appendix – Complexity of PRB bundling (from [1])
Without PRB bundling, the demodulation/blind decoding process is as shown in Figure 1. We have to do 6RB channel estimation, equalization, and LLR computation. The only part that is affected by the number of candidates is the blind decoding block.



[bookmark: _Ref424627122]Figure 1 MPDCCH Blind decoding process without PRB bundling
If we enable PRB bundling, the steps up to LLR calculation used for smaller aggregation levels cannot be reused for higher aggregation levels, e.g. when we perform channel estimation for aggregation level 4 we use the DMRS for RB0, but when we perform channel estimation for aggregation level 8 we use the DMRS for RB0 and RB1. An example of the complexity increase is shown in Figure 2.


[bookmark: _Ref424627596]Figure 2 MPDCCH blind decoding processing with PRB bundling and localized tone mapping.
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