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1. Introduction
NR V2X will be designed to target the new advanced use case groups including vehicle platooning, extended sensors, and advanced driving and remote driving, each of which has its own set of QoS requirements. The NR WID on NR V2X was approved during the RAN#83 meeting and revised in RAN#84 [1] and the following objectives with respect to QoS were included:
4.1	Objective of SI or Core part WI or Testing part WI
· Congestion control [RAN1, RAN2]. 
· Specify support for QoS management [RAN2, RAN3, RAN1]





In the previous RAN1#97 meeting, the following agreements were made with respect to QoS management [2] based on the feature lead summary [3]:
· LTE V2X sidelink congestion control is the starting point for defining NR sidelink congestion control.
· Higher-layer reporting of CBR to the gNB is supported for RRC_CONNECTED UEs.
In the previous RAN#84 meeting, the following RAN1 open issue was identified in the 5G V2X with NR sidelink “Status Report to TSG” [4]:
Open issues in “support for QoS management” include
· Use of the priority information in the physical layer operation

This contribution discusses the QoS aspects with focus on resource allocation and congestion control.


2. QoS-based Resource Preemption and Prioritization
Several of the use cases for advanced V2X services defined for NR V2X [1] demand strict latency, reliability and data rates requirements which are mapped to QoS parameters. To fulfill these requirements, resource allocation mechanisms should consider the QoS level derived from the PQI values as defined in [6]. Additionally, the existence of different PQI values for different services should be considered. 
In previous releases, resource allocation for direct communication considered QoS parameters. For example, ProSe sidelink in Rel-12 supported resource segregation based on QoS using priority-based resource pool selection [7]. In LTE V2X, the scheduling is based on PPPP considering priority and latency, and PPPR considering reliability. These parameters provide means to prioritize resources and increase the reliability for broadcast communication, e.g. by triggering packet duplication on the PDCP layer.  
As per TS 23.287 [6], a unified per-flow QoS framework is agreed for broadcast, groupcast and unicast communications. In addition, TS 23.287 [6] defines the mapping of QoS characteristics to PC5 5QI (PQI) for V2X services.  This implies for NR V2X that prioritization based on PQI should be used, which impacts scheduling strategies.  Additionally, QoS characteristics could be utilized by the UE to perform resource pool prioritization or selection, It should be discussed, which of the QoS characteristics, e.g. priority, packet error rate, resource type (i.e. GBR or Non-GBR) should be used for resource prioritization and selection, depending also on the current channel load, e.g. based on the CBR.
For example, on exceeding a CBR threshold, lower QoS priority level transmissions may be blocked from accessing (pre)-defined resources in one of the next subframes, e.g. to give preference to higher QoS transmissions. This flexible and configurable approach could ensure both, an efficient resource allocation strategy and meeting the latency and reliability requirements. 
In addition, also preemption allows prioritizing transmissions with strict latency requirements over data packets with lower priority. This is achieved by temporarily interrupting the use of a given resource for a lower priority transmission to allow data traffic of higher QoS from another UE to use this resource. Both, inter-UE and intra-UE preemption can be performed. Intra-UE preemption is less complex as the UE itself controls preemption, e.g. stopping transmission of scheduled packets to preempt higher priority ones on the reserved resources. In contrast, inter-UE preemption of resources is more complex as it requires additional signaling between UEs, e.g. to inform lower priority UEs to interrupt or refrain from transmission.
[bookmark: _Toc16506313][bookmark: _Toc16506383][bookmark: _Toc16516522][bookmark: _Toc16516545][bookmark: _Toc16516641][bookmark: _Toc16531750][bookmark: _Toc16583967]Preemption of resources between UEs (inter-UE) requires additional signaling.
[bookmark: _Toc16506314][bookmark: _Toc16583969]An adaptive resource or resource pool selection considering the CBR based on QoS characteristics should be supported.
[bookmark: _Toc16506315][bookmark: _Toc16583970]Preemption of sidelink resources based on QoS parameters should be supported.


3. QoS-based Congestion Control
Congestion control was initially introduced in LTE V2X in order to maintain the system performance in high density scenarios. The Channel Busy Ratio (CBR) was agreed in RAN1#96bis, as the first metric to derive the traffic load [4], which can be measured by UEs and used in the congestion control mechanism. In RAN1#97, it was further agreed that higher-layer reporting of CBR to the gNB is supported for RRC_CONNECTED UEs.
In addition LTE V2X sidelink congestion control was agreed in RAN1#97 as the starting point for defining NR sidelink congestion control. To meet the demanding NR V2X QoS requirements also during high load and overload scenarios, further enhancements of the existing congestion control mechanism for NR V2X are required.
Generally, congestion control can be performed by the gNB in a centralized manner, i.e. Mode 1, or by UEs in a decentralized manner, i.e. Mode 2. A QoS-based decentralized congestion control can be performed by one of the following approaches:
· The QoS priority level is used to prioritize and select different resource pools with different congestion levels using, e.g., an enhanced CBR for NR or the channel occupancy ratio (CR) metric. 
· Once transmission starts, the congestion resolution mechanism monitors the congestion thresholds to perform adaptive transmission, i.e. controlling transmission rate/period, power, or considering the minimum communication range or using preemption.

[bookmark: _Toc16506316][bookmark: _Toc16506384][bookmark: _Toc16516523][bookmark: _Toc16516546][bookmark: _Toc16516642][bookmark: _Toc16531751][bookmark: _Toc16583968]The existing LTE V2X congestion control mechanism needs to be enhanced to meet the demanding NR V2X QoS requirements.

Congestion Control Mechanism
The algorithm of the congestion control should be adapted for use cases with different QoS characteristics. In the case that multiple resource pools are configured for a UE, the UEs is able to sort and select the resource pools based on the measured CBR. The UE may sort and categorize its own transmissions based on its respective QoS requirements. Additionally, other QoS characteristics can be considered, such as the minimum communication range. For example, a UE may transmit a packet for a certain minimum communication range with a given priority. Based on the measured CBR, the UE may:
· transmit one packet and delay the lower priority or the higher minimum communication range packet, or
· transmit packets with increased transmit power based on the QoS, minimum communication range and/or measured CBR.

[bookmark: _Toc16583971]For congestion control, support resource pool selection based on the CBR considering QoS characteristics, e.g. priority or minimum communication range. 

 QoS-based Congestion Sensing Window
In LTE-V2X, CBR utilizes a fixed sensing period. However, for NR the size of the window where the CBR is measured (sensed over) is not yet determined. To reduce the impact of congestion, especially for high QoS demanding services, the size of this sensing window could be adapted. For example, in case of high priority transmission, the sensing window size can be reduced, which also reduces the latency. In this case, the shorter averaging window allows more granularities and, thereby, allows faster congestion resolution.
[bookmark: _Toc16583972]For CBR measurements the size of the sensing window should be adapted as per the QoS level.

4. [bookmark: _Toc6999909][bookmark: _Toc7003377][bookmark: _Toc6999910][bookmark: _Toc7003378][bookmark: _Toc7003407][bookmark: _Toc7003411][bookmark: _Toc6999911][bookmark: _Toc7003413]Conclusions
In this contribution the following observations and proposals have been made:
Observation 1:	Preemption of resources between UEs (inter-UE) requires additional signaling.
Observation 2:		The existing LTE V2X congestion control mechanism needs to be enhanced to meet the demanding NR V2X QoS requirements.

Proposal 1:		An adaptive resource or resource pool selection considering the CBR based on QoS characteristics should be supported.
Proposal 2:	Preemption of sidelink resources based on QoS parameters should be supported.
Proposal 3:		For congestion control, support pool selection based on the CBR considering  QoS characteristics, e.g. priority or minimum communication range.
Proposal 4:		For CBR measurements the size of the sensing window should be adapted as per the QoS level.
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