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Introduction
In this contribution we provide our views on multi-TRP/multi-panel operation.
PDSCH mapping Types and UE processing time (multi-DCI)
Mapping Type A + Type A: It has been agreed that a UE does not expect different DM-RS configurations with respect to the actual number of FL, additional DMRS and actual symbol locations for NC-JT. This allows mapping Type A + Type A to be handled with small impact on channel estimation and no impact to UE processing.
Mapping Type B + Type A/B: When PDSCH with mapping Type B is considered as one of the co-scheduled PDSCHs, even for the case of perfectly overlapped resource allocation with aligned DM-RS locations, the impact to UE processing time needs to be taken into account since the overlap of the CORESET containing the scheduling DCI with the scheduled Type B PDSCH may not be the same for the two NC-JT PDSCHs. Therefore the processing time might need to be relaxed based on the location of the CORESET containing the scheduling DCI. To this end, to generalize the processing time relaxation, an additional time budget can be added to the PDSCH processing time i.e.

,

where, the value of the additional relaxation  can be determined based on the PDSCH mapping type, duration of PDSCH, the amount of overlap with other PDSCHs and the overlap between PDSCH and scheduling PDCCH in the case of Mapping Type B.

 
[bookmark: _Ref16860444]Figure 1 Processing time relaxation for capability 2 UE for multi-DCI NC-JT with fully overlapped PDSCH transmissions from 2 TRPs and different overlap with scheduling PDCCH of each PDSCH.

An example of this relaxation is shown in Figure 1 where the UE receives two NC-JT PDSCH transmissions of 4 symbol duration which are fully overlapped in frequency and time. The scheduling PDCCHs for each PDSCH are FDM and have different overlaps with the corresponding PDSCH. In this case, the processing time relaxation can made on the basis of the difference between the two overlap durations i.e., 	, where d’ is the overlap duration of the PDSCH with largest overlap and d is the overlap duration of the PDSCH for which the processing time relaxation is being evaluated.
Proposal-1: For NC-JT PDSCH using mapping Type-B, consider UE processing time relaxation for UE processing capability 2 if the number of overlapping symbols of the scheduling PDCCH and scheduled PDSCH is different for the two NC-JT PDSCHs 
Alignment of PRG grid:
Rel-15 NR supports precoding resource group (PRG) comprising set of adjacent PRBs. PRG indicates frequency domain granularity of the DL precoder for PDSCH transmission. The size of PRG can be configured for the UE by RRC or dynamically indicated by DCI from candidate values of {2RB, 4RB, wideband}. Dynamic PRG indication also supports implicit approach for RPG size determination based on the allocated resources for PDSCH. More specifically, if the scheduled PRBs for PDSCH are contiguous and spanning more than half bandwidth of the BWP, PRG size is wideband. Otherwise, the PRG size is determined from the configured values of PRG size based on the DCI signalling. 
The PRG grid is defined from the reference point A and therefore common for all UEs irrespective of the configured BWP and supported BW. PRG is also common all MIMO layers which simplifies channel estimation procedure and overall pipelining of the UE receiver. In multi-TRP scenario the alignment of PRGs may not be always guaranteed with Rel-15 procedures. More specifically, in case the resource allocation for PDSCH transmission is not perfectly aligned the PRG size for different MIMO layers could be different if implicit mechanism is used. This PRG misalignment however can be solved by UE implementation by performing channel estimation procedure based on the smallest PRG size across the scheduled PDSCHs.
Proposal-2: Misalignment of PRG grid due to different PRG size can be solved by implementation by performing channel estimation with granularity corresponding to the smallest PRG size
PDSCH rate-matching 

	Agreement
For rate matching mechanism used for multi-DCI based multi-TRP/panel transmission, support following enhancements: 
· For LTE CRS, extending lte-CRS-ToMatchAround to be configured with multiple CRS patterns in a serving cell
· FFS: Whether/how they apply to one or multiple CRS patterns per PDSCH
· FFS: Whether/how it is applied to single DCI based NCJT



LTE CRS
In order to allow legacy LTE UEs to measure other-cell interference on CRS REs, it is beneficial to treat LTE-CRS as a TRP/cell specific resource. In other words for multi-DCI NC-JT, rate-matching of PDSCH scheduled by TRP-0/TRP-1 should be performed around CRS transmitted from TRP-0/TRP-1 respectively. The same principle should apply to the case of single-DCI based NC-JT similar to LTE NC-JT. This is also beneficial in terms of resource utilization for PDSCH. A unified solution to both cases (multi-DCI and single DCI) can be achieved by incorporating RateMatchPatternLTE-CRS as part of RateMatchPattern IE and configuring two CRS patterns with rateMatchPatternGroup1 and rateMatchPatternGroup2. Then DCI format 1_1 can dynamically select one/two CRS patterns for DPS/NC-JT respectively. Additionally CRS patterns could be associated with TCI states (when NC-JT PDSCH is used) to enable separate rate-matching for MIMO layers from TRP-0 and TRP-1. 
Proposal-3: Consider LTE CRS rate matching for both single and multi-DCI NC-JT/DPS. Consider incorporating RateMatchPatternLTE-CRS as part of RateMatchPattern IE. For single-DCI based NC-JT consider associating a CRS pattern to a TCI state. 

SP/P ZP CSI-RS

One purpose of SP/P ZP CSI-RS is to allow measurement of interference from other cells by a UE. In order to maintain this functionality, SP/P ZP CSI-RS should be treated as a TRP or cell specific resource. In other words for multi-DCI NC-JT, rate-matching of PDSCH scheduled by TRP-0/TRP-1 should be performed around SP/P ZP CSI-RS associated with TRP-0/TRP-1 respectively. The same principle should apply to the case of single-DCI based NC-JT. This issue can be resolved to a certain extent by RateMatchPattern. However, the resolution of RateMatchPattern is not at a sub-carrier level but at a PRB level (granularity), so cannot be efficiently used to match CSI-RS pattern. Therefore the same solution for rate-matching around LTE CRS can be used for this case as well.

Proposal-4: Consider SP/P ZP CSI-RS rate matching in a manner similar to LTE CRS rate matching


DMRS antenna port indication (single DCI)

	Agreement 
Support following principles for DMRS port indication design for NCJT transmission based on single-PDCCH multi-TRP, at least for single front-load symbol and eMBB
· Antenna port field size is the same as Rel-15, at least for DCI format 1-1
· At least support following layer combinations from two TRPs indicated by antenna port field:
· 1+1, 1+2, 2+1, 2+2 for single CW and SU, at least for DCI format 1-1
· To be evaluated to determine whether introducing following design principles for DMRS entries in RAN1#98: 
· 1+3 and/or 3+1
· MU cases, i.e. between NCJT UE+NCJT UE and NCJT UE+S-TRP UE
· Two CWs for the case of total layers of NCJT reception more than 4



For the case of single-DCI multi-TRP reception at the UE, when two TCI states will be configured to a TCI code-point which is activated by DCI, each code-point corresponds to one CDM group at least for Type 1 DMRS. If DMRS Type 2 is used and 3 CDM Groups are supported, an implicit rule for mapping TCI states to CDM groups can be used where the first 2 CDM groups can map to the first TCI state and the third CDM group can map to the second TCI state. 
Furthermore, different options can be considered for DMRS antenna port indication for cases when the two TRPs, each associated with a TCI state, transmit with asymmetric ranks. As an example assume Type 1 DMRS and that TRP1 (corresponding to the first TCI state in the activated TCI code point) transmits with rank 1 whereas TRP 2 transmits with rank2. In this case, the DMRS antenna port indication table will need to contain an entry corresponding to 1 port in one CDM group and 2 ports in another CDM group. Let this entry for example be ports 0,1,2 where 0,1 belongs to CDM group 1 (assigned to TRP 2 and TCI 2) and 2 belongs to CDM group 2 (assigned to TRP 1 and TCI state 1 in the code point). Now, assuming that TRP 1 transmits rank 2 and TRP 2 transmits rank 1, in this case, there are two options:
a. Add an additional entry to the DMRS table 0,2,3 such that CDM group 1 has one port and CDM group 2 has two ports and the DCI uses this entry for indication without any change to TCI configuration
b. Remap the TCI code point such that CDM group 1 is now associated with TRP1 and CDM Group 2 is now associate with TRP 2
In the first approach, there is a need for additional entries in the DMRS antenna port indication table to cover asymmetric rank transmissions from multiple TRPs thereby increasing the potential DCI overhead of the current tables or for new tables, if such an approach is followed.  For the second approach, the DMRS tables may be simpler since only single cases of asymmetric rank transmissions need to be included but the drawback could be a potential increase in the TCI indication bit-width to more than 3 bits. In order to provide good trade-off between flexibility and overhead, approaches which assume a middle ground between the above options can be considered wherein, the asymmetric entries for cases when the rank disparity is low can be used while the asymmetric entries where rank disparity between the two TRPs is high can be avoided. In the following tables, additional entries to handle cases of multi-TRP transmissions is provided for different DMRS configurations. 
Table 1: Antenna port(s) (1000 + DMRS port), dmrs-Type=1, maxLength=1
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled

	Tx Rank
(CDM1, CDM2)
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	(1,2)
	2
	0,2,3



Table 2: Antenna port(s) (1000 + DMRS port), dmrs-Type=1, maxLength=2
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled
	Two Codewords:
Codeword 0 enabled,
Codeword 1 enabled

	Tx Rank
(CDM1, CDM2)
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Number of front-load symbols
	Tx Rank
(CDM1, CDM2)
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Number of front-load symbols

	(1,2)
	2
	0,2,3
	1
	(2,3)
	2
	0,1,2,3,6
	2

	(3,1)
	2
	0,1,2,4
	2
	(4,1)
	2
	0,1,2,4,5
	2

	(1,3)
	2
	0,2,3,6
	2
	(1,4)
	2
	0,2,3,6,7
	2

	
	
	
	
	(4,2)
	2
	0,1,2,3,4,5
	2

	
	
	
	
	(2,4)
	2
	0,1,2,3,6,7
	2

	
	
	
	
	(3,4)
	2
	0,1,2,3,4,6,7
	2



Table 3: Antenna port(s) (1000 + DMRS port), dmrs-Type=2, maxLength=1
	One codeword:
Codeword 0 enabled,
Codeword 1 disabled
	Two codewords:
Codeword 0 enabled,
Codeword 1 enabled

	Tx Rank
(CDM1, CDM2, CDM3)
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Tx Rank
(CDM1, CDM2, CDM3)
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	(1,0,1)
	2
	0,4
	(2,1,2)
	3
	0,1,2,4,5

	(0,1,1)
	2
	2,4
	
	
	

	(2,0,1)
	2
	0,1,4
	
	
	

	(1,1,1)
	3
	0,2,4
	
	
	

	(1,0,2)
	2
	0,4,5
	
	
	

	(2,0,2)
	2
	0,1,4,5
	
	
	

	(1,1,2)
	3
	0,2,4,5
	
	
	

	(2,1,1)
	3
	0,1,2,4
	
	
	







Table 4: Antenna port(s) (1000 + DMRS port), dmrs-Type=2, maxLength=2
	One codeword:
Codeword 0 enabled,
Codeword 1 disabled
	Two Codewords:
Codeword 0 enabled,
Codeword 1 enabled

	Tx Rank
(CDM1, CDM2, CDM3)
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Number of front-load symbols
	Tx Rank
(CDM1, CDM2, CDM3)
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Number of front-load symbols

	(1,0,1)
	2
	0,4
	1
	(2,1,2)
	3
	0,1,2,4,5
	1

	(2,0,1)
	2
	0,1,4
	1
	(3,0,2)
	2
	0,1,4,5,6
	2

	(1,0,2)
	2
	0,4,5
	1
	(2,0,3)
	2
	0,1,4,5,10
	2

	(2,0,2)
	2
	0,1,4,5
	1
	(1,1,3)
	3
	0,2,4,5,10
	2

	(1,1,2)
	3
	0,2,4,5
	1
	(4,0,1)
	2
	0,1,4,6,7
	2

	(2,1,1)
	3
	0,1,2,4
	1
	(1,0,4)
	2
	0,4,5,10,11
	2

	
	
	
	
	(2,0,4)
	2
	0,1,4,5,10,11
	2

	
	
	
	
	(1,1,4)
	3
	0,2,4,5,10,11
	2

	
	
	
	
	(4,0,2)
	2
	0,1,4,5,6,7
	2

	
	
	
	
	(3,0,3)
	2
	0,1,4,5,6,10
	2

	
	
	
	
	(2,1,3)
	3
	0,1,2,4,5,10
	2

	
	
	
	
	(3,2,2)
	3
	0-6
	2

	
	
	
	
	(2,2,3)
	3
	0,1,2,3,4,5,10
	2

	
	
	
	
	(4,0,3)
	2
	0,1,4,5, 6,7,10
	2

	
	
	
	
	(3,3,1)
	3
	0,1,2,3,4,6,8
	2

	
	
	
	
	(2,2,4)
	3
	0,1,2,3,4,5,10,11
	2

	
	
	
	
	(4,0,4)
	2
	0,1,4,5,6,7,10,11
	2

	
	
	
	
	(3,2,3)
	3
	0,1,2,3,4,5,6,10
	2

	
	
	
	
	(3,3,2)
	3
	0,1,2,3,4,5,6,8
	2

	
	
	
	
	(4,3,1)
	3
	0,1,2,3,4,6,7,8
	2



Proposal-5: For case of Type 2 DMRS and two activated TCI states, if 3 CDM groups are supported, consider an implicit mapping rule between the TCI states and the CDM groups e.g., the first and second CDM group correspond to the first configured TCI state and the third CDM group corresponds to the second configured TCI state.
Proposal-6: For DMRS antenna port indication, consider the entries in Tables 1-4 in addition to the Rel-15 DMRS antenna port indication tables for single-DCI multi-TRP reception.
UCI feedback (multi-DCI)

	Agreement
· For separate ACK/NACK feedback for PDSCHs received from different TRPs, the UE should be able to generate separate ACK/NACK codebooks identified by an index, if the index is configured and applied across all CCs  
· FFS: for the index per TRP basis, e.g. a higher layer signalling index, PRI in L1, CORESET group ID, slot or subslot index in L1
· Support joint HARQ-Ack feedback for PDSCHs received from different TRPs where multiple DCIs are used
· When the PUCCH resources are on the different slots, which are indicated by PDSCH-to-HARQ_feedback timing indicator fields of multiple DCIs for different TRPs, both type-1 HARQ-ACK codebook and type-2 HARQ-ACK codebook are supported.
· FFS, additional specification impact from Rel-15
· Note that it can include other M-DCI NCJT NW implementation cases in Rel-16

Agreement
· The index to be used to generate separated ACK/NACK codebook is a higher layer signalling index per CORESET
· Note that the index may not be configured for scenarios if there is no ambiguity of codebook generation at the UE, e.g. slot based PUCCH resource allocation per TRP
· This does not preclude configuring the index for other purposes
· Further clarify details on how to generate separated ACK/NACK codebook by email discussion including how to use such an index 
· Further clarify details on how to generate joint ACK/NACK codebook by email discussion including whether/how to use such an index



Separate HARQ-ACK feedback
The following is the email discussion conclusion regarding separate HARQ-ACK feedback [97-NR-08]
	If the higher layer signaling index per CORESET is configured, when generating separated ACK/NACK codebook across all CCs for M-DCI based multi-TRP/panel transmission: 
o    Configured higher layer signaling indices corresponding to different ACK/NACK codebooks have different values. 
§  FFS whether/what if the value of indices configured in different CORESETs have the same value (or are not configured) for M-DCI NCJT
o    For dynamic codebook, counting DAI is independent for DCIs from CORESETs with different values of configured higher layer signaling indices
o    For semi-static codebook, determining candidate PDSCH reception occasions and HARQ-ACK information bits are independent for DCIs/PDSCHs from CORESETs with different values of configured higher layer signaling indices
o    For PUCCH resource determination, the last DCI among DCIs, if values of the PDSCH-to-HARQ_feedback timing indicator field indicating a same slot for the PUCCH transmission with slot-level granularity of K1, is determined independently for DCIs from CORESETs with different values of configured higher layer signaling indices
o    Note that this does not preclude configuring the index for other purposes.



 In terms of use-cases, we note that multi-DCI transmission is applicable to both non-ideal and ideal backhaul scenarios. An example of an ideal-backhaul scenario is in FR2 with multi-panel gNB where multiple PDSCH targeted to the same UE may be transmitted in different beam directions.
When TRP index is not configured a UE can simply fall back to Rel-15 behaviour, which implies not supporting multi-DCI PDSCH reception. The same UE behaviour can be assumed when configured TRP indices have the same value.
Proposal-7: UE behaviour is according to Rel-15 when TRP indices are not configured or configured with the same value

PUCCH resource grouping: 
PUCCH resources assigned to a UE can be grouped via implementation into two groups as shown in Figure 2. These two PUCCH resource groups can be semi-statically associated with the two CORESET groups for non-ideal backhaul case. 
In Figure 3, we show that for a subset of UL slots the scheduling can be restricted such that PUCCH resources targeting both TRPs are not scheduled, thereby enabling the usage of 14 symbol PUCCH to maximize coverage. In a certain subset of UL slots, scheduling is unrestricted and PUCCH resources targeting both TRPs may be scheduled (in the same slot). Therefore it is beneficial to have both short and long PUCCH resources in both PUCCH resource groups. 



[bookmark: _Ref7793058]Figure 2: PUCCH resource grouping where each group is dedicated to a TRP. A subset of PUCCH resources in group-0 is TDM with a subset of PUCCH resources in group-1.



[bookmark: _Ref7793299]Figure 3: In a subset of UL slots scheduling can be restricted such that PUCCH resources targeting both TRPs are not scheduled thereby maximizing coverage.
In case, PUCCH resources targeting TRP-0 and TRP-1 are scheduled in the same slot, coverage is sub-optimal because two long PUCCH resources cannot be scheduled in the same slot according to Rel-15 (as shown the figure below). 
[image: ]
[bookmark: _Ref4778886]Figure 4: Rel-15 PUCCH multiplexing ability within a slot from UE perspective where a short PUCCH is multiplexed with either a long or a short PUCCH.

Observation-8: Both intra-slot and inter-slot TDM can be supported by implementation and using PRI
Proposal-9: Consider introducing multiplexing of two long PUCCHs in one slot to allow more flexible PUCCH resource partitioning between 2 TRPs in the same slot.
UCI multiplexing:
UCI multiplexing in Rel-15 follows the following steps:
Step0: CSI multiplexing on PUCCH: According to Rel-15 behaviour, when UE is not configured with multi-CSI-PUCCH-ResourceList, it selects a maximum of two non-overlapping PUCCH resources for CSI reports with the highest priority with at least one short PUCCH selected. In the case of overlapping PUCCH resources and when UE is configured with multi-CSI-PUCCH-ResourceList, a UE multiplexes all CSI reports in up to two non-overlapping PUCCH resources in a slot (assuming that two non-overlapping PUCCH resources are configured by multi-CSI-PUCCH-ResourceList corresponding to two TRPs).
It can be observed that Rel-15 UE behaviour can be retained for CSI multiplexing if the NW ensures that the PUCCH resources for TRP-1 is non-overlapping with the PUCCH resources for TRP-2 (including multi-CSI-PUCCH-ResourceList). If this cannot be ensured by the NW then dropping rules should be specified. 


Step 1: HARQ-ACK/SR/CSI multiplexing on PUCCH: According to Rel-15 UE behaviour, a UE follows an iterative algorithm for multiplexing UCI if a set of timeline conditions are satisfied resulting in up to two non-overlapping PUCCH resources. As in the case of CSI, we have a similar observation here - Rel-15 UE behaviour can be retained for UCI multiplexing if the NW ensures that the PUCCH resources for TRP-1 is non-overlapping with the PUCCH resources for TRP-2. If this cannot be ensured by the NW then dropping rules should be specified.

Step 2: HARQ-ACK/SR/CSI multiplexing on PUCCH/PUSCH: In general for PUSCH transmission, we believe NW should ensure that PUSCH for TRP-1 and TRP-2 are scheduled in a non-overlapping manner and no dropping rules are required. 

In terms of UCI multiplexing on PUSCH, according to Rel-15, if a resulting non-overlapping PUCCH from Step 1 overlaps with one or more PUSCHs and a set of conditions including timeline are satisfied, UCI is multiplexed on an overlapping PUSCH. This is shown in the following figure where the non-overlapping PUCCHs can be assumed to be the output of Step 1. We can observe that if a PUCCH for TRP-1 overlaps with a PUSCH for TRP-2, then certain specification changes are required to preclude UCI multiplexing on PUSCH in such case. If however, the NW ensures that PUCCH resources for TRP-1 is non-overlapping with PUSCH for TRP-2, no specification changes are required to enable UCI multiplexing on PUSCH.



Figure 5: Shows that TDM of PUSCH targeted to TRP-1 and TRP-2 is not sufficient to ensure proper UCI multiplexing on PUSCH. It is also necessary to ensure that PUSCH targeting TRP-1 does not overlap with PUCCH targeting TRP-2 and vice-versa

Proposal-10: For UCI multiplexing introduce the following scheduling restrictions:
· If PUCCH for TRP-1 and TRP-2 are scheduled in the same slot, they are TDM-ed.

· If PUCCH for TRP-1 and PUSCH for TRP-2 are scheduled in the same slot, they are TDM-ed

Joint HARQ-ACK feedback

	For joint A/N feedback by M-DCI, for both semi-static and dynamic A/N codebooks, studying following aspects:
o    HARQ-ACK bit multiplexing: e.g. HARQ-ACK bits for TRP-0 and TRP-1 are concatenated by the increasing order of configured higher layer signaling indices of CORESETs,  or HARQ-ACK from TRP-0 and TRP-1 are interlaced across different CCs
o    PUCCH resource determination: e.g. how the last DCI is determined at the UE
o    DAI: e.g. DAI is applied per TRP or cross two TRP for dynamic A/N codebook



HARQ-ACK bit multiplexing

According to Rel-15, a UE determines the position of HARQ-ACK bits (for semi-static codebook) based on a specified pseudo-code. Corresponding to PUCCH in a particular slot, UE determines a set of occasions for candidate PDSCH receptions or SPS PDSCH releases according to a pseudo-code. Note also that this pseudo-code is not necessary to be changed for separate HARQ-ACK feedback. If HARQ-ACK bits for TRP-0 and TRP-1 are concatenated in the order of TRP indices, then we can maintain the same pseudo-code and the specification impact is minimal. 

Proposal-11:  Consider generation of HARQ-ACK bits for TRP-0 and TRP-1 separately and concatenating them for joint HARQ-ACK feedback


PUCCH resource determination

To determine the PUCCH carrying HARQ-ACK feedback, UE first determines a PUCCH resource set based on a payload size of HARQ-ACK feedback, and subsequently selects the PUCCH resource from the PUCCH resource set according to the PUCCH resource indicator of the last DCI and/or the starting CCE index of the corresponding PDCCH transmission. Note that the last DCI is determined in a frequency first and time second manner, i.e., detected DCI formats are first indexed in an ascending order across serving cells indexes and are then indexed in an ascending order across PDCCH monitoring occasion indexes.

In case two DL DCIs (from TRP-0 and TRP-1) share the same time location within a slot, in order to avoid ambiguity between gNB and UE on the determination of PUCCH resource carrying HARQ-ACK feedback, TRP-id can be used to differentiate which one of the two DCIs is the last DCI. This relieves the NW from coordinating PRIs dynamically.

Proposal-12:  Consider using TRP-id to differentiate which one of the two DCIs is the last DCI if there is ambiguity

DAI application

For the case of dynamic HARQ-ACK codebook, two main options are available DAI is applied per TRP or DAI is applied across TRPs. Note that in the case of separate HARQ-ACK feedback DAI is applied per TRP. Further, if DAI is applied across TRPs, then the NW is required to coordinate DAI information across the TRPs for every mini-slot and CC scheduling which is burdensome.

Proposal-13: Consider DAI application per TRP for joint HARQ-ACK feedback 

PDSCH enhancements for reliability (single DCI)

	Agreement
For M-TRP based URLLC, support both 2a and 2b 
· Scheme 2a and 2b have separate UE capabilities.
· For scheme 2b, 
· Additional UE capability is specified to inform the gNB whether the UE can support CW soft combining 
· Support up to two-layer transmission 
· In the case of one layer, up to two CBs per CW 
· In the case of two layers, one CB per CW 
· FFS: Support of multi-DCI based FDM scheme with repetition (to be concluded in RAN1#98)
· FFS: Support of independent MCS selection for each TRP

Agreement
For single-DCI based M-TRP URLLC schemes 3 & 4, support following design with respect to 
· The maximal number of transmission layers per transmission occasion, down-select one from the following options:
· Option 1: up to single layer transmission 
· Option 2: up to two layers transmission 
· PDSCH repetition indication mechanism:
· Number of repetitions, down-select one from following options:
· Option 1: Dynamic indication
· Option 2: High-layer configured as Rel-15 

Conclusion of email discussion post RAN1#97

For single-DCI based M-TRP URLLC schemes 3 & 4, support following design with respect to 
· Resource allocation in time domain:
· FFS for further details of the signaling, e.g. starting from the signaling mechanism of slot aggregation in Rel-15
· FFS: whether a minimal gap between PDSCH mini-slot/slot groups is needed
· FFS: whether the same number of symbols should be indicated for each repetition
· FFS: whether/how to handle the time domain resource allocation considering  slot boundary or DL/UL switch in a slot
· Resource allocation at frequency domain: 
· Same frequency domain resource allocation across repetitions as Rel-15 
· For the number of TCI states across PDSCH repetitions, down-select one from following options:
·  Option 1: up to 2
· One TCI codepoint can indicate up to 2 TCI states as already agreed in Rel-16 for eMBB
· Option 2: up to 4
·  Option 2-1: One TCI codepoint can indicate up to 4 TCI states
·  Option 2-2: New field in DCI (or reuse one or more existing fields in DCI) for indication. 
· For example, TCI states and RV sequences are jointly preconfigured and the combination of TCI states/RV sequences is jointly indicated in DCI. One codepoint in joint field is to indicate up to 4 TCI states and corresponding RV sequences.
· RV sequences for PDSCH repetitions
·  Option 1: support Rel-15 RV sequences at least 
· FFS whether additional RV sequence(s), e.g {0,0,0,0}, {0,3,0,3},{0,3,2,1}, is needed, and whether/how a RV sequence applied to the UE is per TRP
· Option 2: RV sequences are preconfigured by higher layer without restriction of specific orders in spec.
· How to map RVs in RV sequences and indicated TCI states to transmission occasions taking into account
· whether the number of transmission occasions is dynamically indicated or higher layer configured.
· whether the selected RV sequence depends on the number of TCI state(s) indicated in the codepoint.  
· whether channel estimation interpolation across mini-slots/slot with the same TCI index
· LDPC base graph and TBS shall be same across repetition.




Number of layers and TCI states for schemes 3, 4
The number of MIMO layers is restricted to 2 for scheme 2b (as opposed to 2a) to accommodate the additional soft-combining burden. In general, we expect that rank-1 performance will be better in higher BLER regime due to no inter-layer interference and 3dB higher power in DMRS but as we approach 10^-4 to 10^-6 regime, rank-2 performance can be better. This is because for rank-2 transmission, the code diversity is more than rank-1 transmission due to lower code-rate leading to a steeper slope. At a system level, however, rank-2 transmission may leads to interference that is difficult to supress by UEs at the cell-edge of neighbouring cells.

Proposal-14: Support up to 2 layer transmission per transmission occasion for schemes 3, 4

In terms of the number of TCI states across PDSCH repetitions we think supporting 2 TCI states is reasonable. This is because the number of TCI states supported does not limit the cooperation area multi-TRP transmission. In other words, from the NW perspective 3 TRPs can still coordinate scheduling for transmission but the actual transmission occurs from 2 out of 3 TRPs and the other TRP can boost the link SNR by blanking. The ability to support more than 2 TRPs will be to slightly improve the diversity order which may be insignificant due to already achievable code-diversity from low code-rates and 2 layers. Moreover, supporting 2 TCI states is also easier from a specification perspective. 

Proposal-15: Consider 2 TCI states across PDSCH repetitions for schemes 3, 4

TDRA for schemes 3, 4
Scope of TDRA
The scope of TDRA discussion of course includes schemes 3, 4 from email discussion conclusion. However, the same design should be applicable to schemes 2a, 2b, 1a as well as single-TRP. 
Proposal-16: Consider TDRA design for schemes 3, 4 to extend to schemes 1a, 2a, 2b as well as single TRP for PDSCH aggregation over multiple slots (need not switch TRP as in schemes 3, 4). 

URLLC agreement on TDRA for PUSCH repetitions may not apply:
An agreement related to PUSCH repetitions under URLLC AI in RAN1#97 (see section 10.1) envisions a TDRA as shown below:

[image: ]
Figure 6: TDRA for PUSCH repetition using a SLIV and a repetition factor where a SLIV can be split into two repetitions

In the following we provide examples to argue that the URLLC agreement should not be directly applied to the case of PDSCH repetition.
Example-1: we consider a UE not capable of supporting Type-B PDSCH. In this case different length repetitions can be considered in order to maximize resources for URLLC transmission. This cannot be accomplished with the agreed URLLC framework for PUSCH repetition. We note here that the support of Type-B PUSCH is mandatory. One may argue that a short repetition can be constructed from a long SLIV and an enhanced rate-matching resource configuration - but this would require additional specifications. This situation can be easily handled by multiple SLIVs as shown below. 

[image: ]
Figure 7: possible repetition pattern for Type-A PDSCH allocations
Example-2: In the context of multi-TRP PDSCH repetition, the network is able and expected to switch among single TRP and different multi-TRP combinations dynamically using DCI indication of TCI states. Each TRP may have different available symbols for PDSCH considering CORESET configuration, slot configuration etc. This would require further enhancements in addition to the URLLC framework while such flexibility is naturally afforded by considering different SLIVs for different repetitions.
[image: ]
Figure 8: Different TRPs have different slot configuration as well as reserved symbols for CORESETs

Example-3: In the following we show that for a given latency budget a single SLIV based TDRA based on the URLLC agreement could result in shorter repetitions compared to a multiple SLIV based TDRA which can accommodate longer repetitions. In such cases, we expect that the short repetitions would lead to performance degradation due to reduced DMRS availability and coding-gain. See an example scenario below. Simulation results (see section 10.2) show approximately ~ 1 dB loss with short repetitions.



Figure 9: a longer contiguous allocation from a TRP is beneficial in terms of PDSCH performance due to coding gain and channel estimation. In the above example the single SLIV based TDRA (top figure) would be inferior in performance
We also note that certain benefits of the single SLIV based TDRA as agreed in URLLC AI are not applicable for PDSCH repetition
· In the case of PUSCH repetitions, using short repetitions as opposed longer repetitions within a given latency budget allows a gNB to perform early decoding with low latency without having to combine all the repetitions. This is not applicable for PDSCH as latency is limited by HARQ-ACK transmission.  
· In the case of configured grant for PUSCH, TDRA is semi-static with no demand for flexibility in order to avoid dynamically scheduled PUCCH, SRS, and downlink and a single SLIV based TDRA provides a configuration method with relatively low-overhead. This use-case is not applicable for PDSCH where flexibility of resource allocation is a primary concern. 
TDRA design targets for PDSCH repetition:
Note that unlike coverage enhancements, in URLLC we do not expect very high repetition factors but flexibility in allocation is more important due to latency constraints. For PDSCH repetition, we have several design targets: 
· reduce alignment delay from PDSCH ready to PDSCH transmission, 
· taking full benefit of increased PDCCH monitoring occasions within a slot based on 3-5a, 3-5b and Rel-16 URLLC WID enhancements, 
· take full benefit of existing Type B lengths and potentially increased granularity in Rel-16, 
· consideration of gaps around slot boundaries due to PDCCH/PUCCH, 
· consideration of beam-switching time from DCI indication to PDSCH allocation, 
· consideration of PDSCH processing time for a given latency budget. 
Based on the above, we think considering a single SLIV + a repetition factor based design (as in Rel-15) is not flexible enough.
SLIV sequence design
Consider configuring multiple SLIV sequences and re-use (up to) 4-bit TDRA bits to dynamically indicate a SLIV sequence.
	
 
Motivation in FR1 for SLIV sequence design

	
 
Motivation in FR2 for SLIV sequence design 



In the case of slot-level repetition (scheme 4), each slot corresponds to a single SLIV which can be referenced with respect to the slot boundary (as in Rel-15). In the case of sub-slot level aggregation, representing a sub-slot by a Rel-15 6-bit SLIV is inefficient as a 6-bit SLIV is required for representing all combinations of S, L in a 14-symbol slot. Therefore it is beneficial to retain TDRA design for slot-aggregation and additionally indicate SLIV partitions using a separate parameter.
Proposal-17: Consider configuring multiple SLIV sequences and dynamically indicating a SLIV sequence for TDRA (naturally including repetition factor)
FDRA for schemes 2a, 2b
The scope of FDRA discussions are schemes 2a and 2b. Let us consider PDSCH allocation Type-1 for the sake of discussion. Let us also assume that each RBG is split between TRP-0 and TRP-1. Then we have two main choices:
· Common FDRA from TRP-1 and TRP-2: In this method allocations from TRP-1 and TRP-2 is based on some sort of PRB cycling. This can lead to more efficient DCI signalling. In this case the total number of allocated PRBs can be differentiated between TRPs but not the overall allocation.
· Separate FDRA from TRP-1 and TRP-2: PRB allocation at a system level (to other UEs and other services) and power availability from TRP-1 and TRP-2 can be different due to co-scheduling other traffic in the same TTI and CORESET location differences. The quality of sub-bands for frequency selective allocations can also be different between TRP-1 and TRP-2. System performance benefits can be obtained by exploiting frequency selective allocations (see section 10.3). Another issue is that a common receiver FFT window for TRP-1 and TRP-2 may not be able to completely avoid ISI from TRP-2 (if time synchronization across TRPs is not tight for example). This leads to a loss of orthogonality among the subcarriers allocated from one TRP. In all of the above situations, separate FDRA from TRP-1 and TRP-2 can provide more scheduling flexibility.



Proposal-18: Consider separate FDRA from different TRPs for schemes 2a, 2b
TBS determination for schemes 3, 4


Figure 10: simplified flow of scheduling and MCS determination
[image: ]
[bookmark: _Ref12367368]Figure 11: BG optimality based on code-rate and TBS

TBS determination is also a topic of on-going discussion in URLLC AI [2]. In general we observe that PDSCH repetitions can be of unequal sizes and TBS determination using initial transmission may not provide optimal performance due to modulation and/or LDPC base graph mismatch. As it can be seen in section 10.4, for optimal performance, a longer total PUSCH transmission should be considered when determining TBS/MCS.
If a short repetition is used for TBS determination then potentially three issues may occur – a) some larger TB sizes may not fit or b) due to an increase in code-rate for that repetition (see Figure 11), BG1 may be selected even though BG2 would have been more appropriate considering the full resource allocation 3) a higher modulation order may be selected even though a lower modulation order would have been more appropriate considering the full resource allocation. Also, if total resource is used for TBS determination, then very low code-rates are difficult to achieve and self-decodability may be not possible for short repetitions (under blockage scenario). If repetition sizes are similar then different TBS determination methods lead to insignificant differences.
LLS evaluation of different TBS determination schemes when applied to a combination of repetitions of different duration, where the first repetition is 4 symbols, and the second repetition is 8 symbols are presented (modulation is the same for all repetitions)
· Based on total duration (12 symbols)
· Based on long repetition (8 symbols)
· Based on short repetition (4 symbols)
[image: ]
Figure 12: A long repetition may be better suitable for TBS determination (see see 10.4)

Proposal-19: TBS determination based on initial transmission is not optimal. A long repetition may be better suitable for TBS determination. Revisit TBS determination after TDRA progress is achieved.
[bookmark: _Ref16873685]RV determination for schemes 3, 4
RV determination is also a topic of on-going discussion in URLLC AI [2]. We discuss the following aspects here:
– based on the discussion on TBS determination we observe that some large TBS sizes may not fit into a short repetition. Therefore transmission of RV0 in a short repetition is not desirable (in order to transmit all systematic bits)
– RV sequence of {0, 2, 3, 1} can achieve good IR gain by transmitting a larger fraction of new bits and can be used as a basis for RV sequence determination 
– in environments prone to blockage an RV sequence of {0, 2, 3, 1} may be transmitted from the same TRP to enable better chances of decoding from repetitions coming from the same TRP
– in the case of higher order modulation it may be possible to achieve better performance by fully configurable RV sequence
[image: ]
Figure 13: Transmission of RV0 in a long repetition is beneficial (see 10.4)
Proposal-20: A fixed RV sequence is not optimal. Some limited configurability of RV sequence per TRP may be beneficial. Further study RV sequence determination after TDRA progress is achieved.

Mapping of TCI states for schemes 3, 4
In terms of mapping TCI states (indicated in the DCI) to repetitions, the expectation is to allow mapping approximately the same number of repetitions to each TCI state. A natural method for mapping the TCI states indicated in the DCI to the transmission occasions can be round-robin. Some mechanism is needed for the UE to assume a default TCI state for all repetitions starting before the beam-switching delay. At the same time, full flexibility of configuring each repetition with TCI state may lead to unnecessary signaling overhead. An example of limited flexibility for mapping TCI state to repetitions could be to configure – a) an offset (in terms of the number of repetition) from where TRP switching starts and b) the number of consecutive repetitions per TRP.
[image: ]
Figure 14: Due to different beam switching time constraints, some configurability is beneficial for mapping TCI states to repetition. In this example a set of 1 or 2 consecutive repetitions are assigned to the same TRP.

Proposal-21: Consider mapping of TCI states to repetitions in a round-robin fashion while defining an offset (in terms of the number of repetitions) from where TCI state switching starts and the number of consecutive repetitions per TCI state.
Receive timing offset requirements in FR2 for NC-JT

In LTE CoMP, UE performance defined using timing offset in [-0.5, 2] us range which is much tighter than TDD synchronization requirement of 3 us. Note that receive timing offset = BS sync error difference + propagation delay difference. The 0.5 us timing offset can arise from 150 m difference in UE-eNB distance. FFT window placement according to [-0.5, 2] us receive timing offset in LTE is shown below:
[image: ]
In RAN1#95 it was noted that for the sake of discussion, the UE may assume that the UE may receive DL transmission from multiple TRP within a CP with single/multiple FFT windows. In higher SCS due to symbol length scaling, FFT window positioning flexibility reduces. As a result, receive timing offset requirements may get tighter and allowed UE-gNB distance difference gets limited for multi-TRP reception as shown in the table below:
	SCS
	CF
	CP length (us)
	TDD sync req. (us)
	Rx timing offset (us)
	UE-gNB dist. diff. (m)

	15 kHz
	< 6 GHz
	4.7
	3
	0.5
	150

	120 kHz
	30 GHz
	0.587
	3
	0.0625
	19


[image: ]
We consider a 2-TRP and 2 UE panel downlink example modelled as a 4x4 MIMO system. If the cross-panel BPLs have zero power, it decouples into two 2x2 MIMO systems. In that case, TRP synchronization requirement can be relaxed and there is no loss due to separate demodulation for 2 TRPs. We define cross-panel BPL power as:


[image: ]

Examples of different isolation scenarios in FR2:
	[image: ]
(A)
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(B)
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(C)



· (A) Single TRP case: if equal energy is received in both panels, then isolation is 0 dB
· (B) Single-TRP case: if the non-best panel is in complete shadow, then isolation is 25 dB (F2B ratio) as Rx beam is aligned with Tx beam but beam-gain is limited by antenna pattern (see 
· (C) Multi-TRP case: if a panel beam is pointing to neighbour TRP, then isolation can be very high (e.g. 50 dB) as Rx beam is not aligned with Tx beam

[image: ]
Figure 15: Illustration of 25 dB isolation for case B above and 50 dB isolation for case C above 
SLS evaluation in FR2 for isolation statistics:
[image: ]
Figure 16: 50% - 95% of UEs experience at least 20 dB isolation depending on scenario (IMT 2020 FR2 SLS assumptions)
Observations:
· Isolation is generally higher in InH scenario compared to Dense Urban scenario
· Isolation is generally higher for UEs in multi-TRP reception mode compared to UEs in single TRP reception mode (isolation can be more than 50 dB for multi-TRP UEs)
· Isolation is limited to ~25 dB in single TRP scenarios as a result of 25 dB F2B ratio assumption
· 50% - 80% UEs in multi-TRP reception mode experience at least 20 dB isolation
· 75% - 95% UEs in single TRP reception mode experience at least 20 dB isolation
· Overall, 50% - 95% of UEs experience at least 20 dB isolation depending on scenario
LLS evaluation with 20 dB isolation:
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Figure 17: Multi-panel UEs in FR2 with 20 dB isolation is able to receive up to 16 QAM even when the receive time difference across TRPs is up to 2*CP
Observations: A multi-panel UE with 20 dB or more isolation can provide robust reception performance from 2 TRPs that are not tightly synchronized for certain MCS (including QPSK, 16-QAM). A single FFT can be performed per Rx chain which is typical implementation implying no additional complexity.
Proposal-22: Conclude in RAN1 that a multi-panel UE in FR2 may receive DL transmission from multiple TRPs, each associated with a receive panel where the received timings are not contained within a CP duration. Request RAN4 to characterize conditions for such reception based on UE orientation, antenna pattern etc and specify requirements for such reception if needed
Conclusions

Proposal-1: For NC-JT PDSCH using mapping Type-B, consider UE processing time relaxation for UE processing capability 2 if the number of overlapping symbols of the scheduling PDCCH and scheduled PDSCH is different for the two NC-JT PDSCHs 
Proposal-2: Misalignment of PRG grid due to different PRG size can be solved by implementation by performing channel estimation with granularity corresponding to the smallest PRG size
Proposal-3: Consider LTE CRS rate matching for both single and multi-DCI NC-JT/DPS. Consider incorporating RateMatchPatternLTE-CRS as part of RateMatchPattern IE. For single-DCI based NC-JT consider associating a CRS pattern to a TCI state. 
Proposal-4: Consider SP/P ZP CSI-RS rate matching in a manner similar to LTE CRS rate matching
Proposal-5: For case of Type 2 DMRS and two activated TCI states, if 3 CDM groups are supported, consider an implicit mapping rule between the TCI states and the CDM groups e.g., the first and second CDM group correspond to the first configured TCI state and the third CDM group corresponds to the second configured TCI state.
Proposal-6: For DMRS antenna port indication, consider the entries in Tables 1-4 in addition to the Rel-15 DMRS antenna port indication tables for single-DCI multi-TRP reception.
Proposal-7: UE behaviour is according to Rel-15 when TRP indices are not configured or configured with the same value
Observation-8: Both intra-slot and inter-slot TDM can be supported by implementation and using PRI
Proposal-9: Consider introducing multiplexing of two long PUCCHs in one slot to allow more flexible PUCCH resource partitioning between 2 TRPs in the same slot.
Proposal-10: For UCI multiplexing introduce the following scheduling restrictions:
· If PUCCH for TRP-1 and TRP-2 are scheduled in the same slot, they are TDM-ed.

· If PUCCH for TRP-1 and PUSCH for TRP-2 are scheduled in the same slot, they are TDM-ed

Proposal-11:  Consider generation of HARQ-ACK bits for TRP-0 and TRP-1 separately and concatenating them for joint HARQ-ACK feedback

Proposal-12:  Consider using TRP-id to differentiate which one of the two DCIs is the last DCI if there is ambiguity

Proposal-13: Consider DAI application per TRP for joint HARQ-ACK feedback 

Proposal-14: Support up to 2 layer transmission per transmission occasion for schemes 3, 4

Proposal-15: Consider 2 TCI states across PDSCH repetitions for schemes 3, 4

Proposal-16: Consider TDRA design for schemes 3, 4 to extend to schemes 1a, 2a, 2b as well as single TRP for PDSCH aggregation over multiple slots (need not switch TRP as in schemes 3, 4). 
Proposal-17: Consider configuring multiple SLIV sequences and dynamically indicating a SLIV sequence for TDRA (naturally including repetition factor)
Proposal-18: Consider separate FDRA from different TRPs for schemes 2a, 2b
Proposal-19: TBS determination based on initial transmission is not optimal. A long repetition may be better suitable for TBS determination. Revisit TBS determination after TDRA progress is achieved.
Proposal-20: A fixed RV sequence is not optimal. Some limited configurability of RV sequence per TRP may be beneficial. Further study RV sequence determination after TDRA progress is achieved.
Proposal-21: Consider mapping of TCI states to repetitions in a round-robin fashion while defining an offset (in terms of the number of repetitions) from where TCI state switching starts and the number of consecutive repetitions per TCI state.
Proposal-22: Conclude in RAN1 that a multi-panel UE in FR2 may receive DL transmission from multiple TRPs, each associated with a receive panel where the received timings are not contained within a CP duration. Request RAN4 to characterize conditions for such reception based on UE orientation, antenna pattern etc and specify requirements for such reception if needed
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Appendix
[bookmark: _Ref16670025]TDRA related agreements in URLLC AI
The following was agreed in RAN1#97 in URLLC AI regarding PUSCH TDRA:
	Option 4: 
One or more actual PUSCH repetitions in one slot, or two or more actual PUSCH repetitions across slot boundary in consecutive available slots, is supported using one UL grant for dynamic PUSCH, and one configured grant configuration for configured grant PUSCH.
· The number of the repetitions signaled by gNB represents the “nominal” number of repetitions. The actual number of repetitions can be larger than the nominal number.
· FFS dynamically or semi-statically signalled for dynamic PUSCH and type 2 configured grant PUSCH
· The time domain resource assignment (TDRA) field in the DCI or the TDRA parameter in the type 1 configured grant indicates the resource for the first “nominal” repetition. 
· FFS the detailed interaction with the procedure of UL/DL direction determination
· The time domain resources for the remaining repetitions are derived based at least on the resources for the first repetition and the UL/DL direction of the symbols.
· FFS the detailed interaction with the procedure of UL/DL direction determination
· If a “nominal” repetition goes across the slot boundary or DL/UL switching point, this “nominal” repetition is splitted into multiple PUSCH repetitions, with one PUSCH repetition in each UL period in a slot.
· Handling of the repetitions under some conditions, e.g., when the duration is too small due to splitting, is to be further investigated in the WI phase.
· No DMRS sharing across multiple PUSCH repetitions
· The maximum TBS size is not increased compared to Rel-15.
· FFS: L > 14
· S+L can be larger than 14
· FFS: The bitwidth for TDRA is up to 4 bits.
· Note: different repetitions may have the same or different RV.
For option 4, dynamic indication of the nominal number of repetitions in the DCI scheduling dynamic PUSCH is supported for PUSCH enhancements. The dynamic indication can be enabled or disabled by the gNB.
· FFS the exact signaling method
· FFS the exact DCI format(s)
· FFS the exact mechanism to enable or disable
FFS the DCI activating type 2 configured grant PUSCH



[bookmark: _Ref16670727] Evaluation of short vs long repetitions 
	

[bookmark: _Ref4740806]Figure 18: Scheme 4, 2-slot allocation
	

[bookmark: _Ref4740807]Figure 19: Scheme 3, 2-slot allocation



[image: ]
[bookmark: _Ref4741026]Figure 20: Schemes 3 and 4 using 2-slot allocation as shown in Figure 18 and Figure 19 

Observations: We can observe from Figure 20 that the performance of scheme 4 is about 1 dB better than scheme 3 considering a 2-slot allocation. This can be attributed to some loss in coding gain due to smaller allocations in scheme 3 and also some channel estimation performance loss due to only 1 front-loaded symbol in scheme 3.
[bookmark: _Ref16678296]Evaluation of scheme 2a based frequency selective DPS
To support frequency selective dynamic point selection (DPS) using Scheme 2a framework the resource allocation for TRP-0 and TRP-0 could be independent. Since resource allocation indication consumes large number of DCI bits, the RBG size could be reduced to maintain DCI payload size on a similar level. To evaluate the performance benefits of the frequency selective DPS, a system level simulations were carried out for a Heterogeneous network scenario with co-channel urban macro and outdoor small cell deployment with FTP traffic model 1.
Table 1: Performance of frequency selective DPS (non-overlapping resource allocations)
	Offered load (Mbps)
	Single TRP
	Non-frequency selective DPS/DPB
	Frequency selective DPS/DPB

	5 ( = 0.3 s-1)
	31.55 (0%)
	31.66 (+0.3%)
	32.09 (+2%)

	11.7 ( = 0.7 s-1)
	21.4 (0%)
	22.71 (+6%)
	23.02 (+7.6%)

	18.2 ( = 1.1 s-1)
	14.21 (0%)
	15.55 (+9.4%)
	16.12 (+13.4%)

	24.7 ( = 1.5 s-1)
	9.32 (0%)
	10.69 (+14.7%)
	11.29 (+21.1%)

	31 ( = 1.9 s-1)
	6.02 (0%)
	7.12 (+18.3%)
	7.56 (+25.6%)



It can be seen from the results in Table 1 that frequency selective DPS provide performance improvement over non frequency selective DPS supported by Rel-15.
[bookmark: _Ref16684164][bookmark: _Ref16873959]Evaluation assumptions for TBS determination and RV sequences

	Parameter
	
	Value

	Carrier Frequency
	
	4 GHz

	BW, SCS
	
	40 MHz, 30 kHz

	Allocation
	
	16 RB

	Antenna
	
	1 x 4, low correlation

	DMRS
	
	Type B mapping, 1 symbol in beginning of every repetition; one additional symbol in case of single repetition

	MCS
	
	TBS determination follows first segment. 
TBS2 = 2088 bit

	Channel
	
	TDL-C 300 ns DS
10 Hz max Doppler shift

	Channel Est
	
	MMSE with 2 RB bundling size
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