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Introduction
The new WID [1] for NR MIMO was agreed in RAN #80 meeting. The enhancement of type II codebook can be considered in Rel-16 from the following aspects:
· Extend specification support in the following areas [RAN1]
· Enhancements on MU-MIMO support:
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead 
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2  
In RAN1 #97 meeting, the compression scheme for the above enhancements was discussed with following agreements:
Agreement
Alt3C (illustrated in the table below) is supported where the parameter p=v0 for RI=3-4 is higher-layer configured in conjunction with the parameter p=y0 for RI=1-2.
· 
The parameters (y0, v0) take value from  
	RI
	Layer
	L
	p

	1
	0
	x0
	y0

	2
	0
	
	

	
	1
	
	

	3
	0
	
	v0

	
	1
	
	

	
	2
	
	

	4
	0
	
	

	
	1
	
	

	
	2
	
	

	
	3
	
	


· FFS: Possible down-selection on the FD combination parameters in RAN1#98

Agreement 
For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI ({1,…, RIMAX}) and KNZ,TOT (the total number of non-zero coefficients summed across all the layers, where KNZ,TOT {1,2,…, 2K0} are reported in UCI part 1 
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded
· For RI=3-4, bitmaps, each with size-2LMi (i=0,1,…, RI-1, where i denotes the i-th layer) are reported in UCI part 2
· FFS: If alt 3-4 is supported, size-2LMi-1 (i=0,1,…, RI-1, where  i denotes the i-th layer) are reported in UCI part 2
· The following FD basis subset selection scheme is supported:
· For N3≤19, one-step free selection (cf. Alt5.1 in RAN1#96bis) is used 
· 
For N3>19, IntS is window-based and fully parameterized with Minitial, indicating that the intermediate set consists of FD bases mod(Minitial + n, N3), n=0,1, …,  
· 
The value  where  is higher-layer configured from two possible values 
· FFS (to be finalized in RAN1#98 Prague): the supported parameter combinations for (L, p, β, )
· The 2nd step subset selection is indicated by an X2-bit combinatorial indicator (for each layer) in UCI part 2

Agreement
In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, ) 

Agreement
In RAN1#98, decide if the specification will restrict the UE from reporting all “zero” in the bitmap for a polarization for each layer

Agreement
On SCI (RI>1) and FD basis subset selection indicator, support Alt B described in the following table.
· FFS: details on bitwidth and possible values for Minitial  reporting in UCI part 2
· FFS: whether the possible value(s) for Minitial  can depend on configured FD compression parameters
· Up to the editor to capture this agreement

	
	Alt B

	SCI for RI>1
	



Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0,1,…(RI - 1)). The location (index) of the strongest LC coefficient for layer i before index remapping is , , and  is not reported

	Index remapping
	










[bookmark: MTBlankEqn]For layer i, the index mi of each nonzero LC coefficient   is remapped with respect to  to  such that . The FD basis index  associated to each nonzero LC coefficient  is remapped with respect to  to  such that . The sets  and  are reported.
Informative note (for the purpose of reference procedure):




The index  of nonzero LC coefficients is remapped as . The codebook index associated with nonzero LC coefficient index  is remapped as . 

	Combinatorial indicator for N3 ≤ 19
	
 bits 

	Combinatorial indicator for N3 > 19
	
 bits 

	Minitial
	Reported in UCI part 2, details on bitwidth and possible values are FFS



Discussion
Value of alpha
Window-based FD basis subset selection is supported for N3 > 19. It was agreed that two possible values of higher configured parameter alpha shall be selected from the set {1.5, 2, 2.5, 3}, where alpha is used to determine the intermediate window size   . Configuring a large window size reduce the possibility of FD basis being out of window, but it is inefficient for overhead saving. Overhead of FD basis indicator selection and the window staring position  are relevant to the value of alpha, while the later would be less impacted. For example, consider N3 = 26 and p = 1/2, overhead of FD basis indicator is {8, 11, 14, 16} bits per layer, and {4, 4, 5, 5} bits could be used to indicate   , corresponding to alpha {1.5, 2, 2.5, 3} respectively. 
SLS results evaluated the performance-overhead trade-off achieved by each of the candidate alpha value. 10MHz bandwidth with R=2 is assumed in the SLS. Rank1-2 and Rank3-4 are evaluated separately and compared with reference to Rel-15 Type I codebook. Detail simulation conditions are listed in appendix.

[image: ]
Figure 1. Comparison of alpha value for rank 2
[image: ]
Figure 2. Comparison of alpha value for rank 4
Overall, similar performance-overhead trade-off is observed for different values of alpha from the set {1.5, 2, 2.5, 3}. The performance gap of these values are within 1% for both MU and SU-MIMO scenarios. Selection of alpha =2.5 and 3 provide marginal gain over alpha=1.5 and 2. We can also observe the pairs of {1.5, 2} and {2.5, 3} have very close results on performance-overhead trade-off. The SLS results seem to show that the choice of alpha does not have impact on performance when K0 is small. Hence, it is proposed to use a small alpha to minimize the overhead. 
Observation 1: For the value of alpha, {1.5, 2, 2.5, 3} have similar performance-overhead trade-off. 
Based on the observation, it is preferred to support the minimum alpha value to minimize overhead since increasing alpha does not provide significant gain. Therefor we have the proposal: 
Proposal 1: Choose the values of {1.5, 2.5} for alpha in Rel-16 codebook.
Minitial reporting
For window-based FD basis subset selection,  is reported in UCI part 2 to indicate the starting position of window. Since the intermediate window should always cover FD basis with index 0, the maximum number of candidate values for  is. Then m’th code-point to indicate  could be mapped to .  Considering the maximum size of  is 30 (assuming alpha=3 and M=10), thus at most 5 bits is required to report. The candidate values of   could be further restricted to reduce overhead. For instance, only  or  are reported with 1 bit overhead. 
Different bit-widths of   are evaluated for MU-MIMO with the assumption of alpha = 2.5. The SLS results are summarized in Table 1. It’s observed that only 4-bits bit-width of can provide nearly 0.5% Tput gain over all other values. 
Table 1. Comparison of different bit-width for  
	(L, p, beta)
	Bit-width
	Gain

	
	Type I
	0%

	(4,1/2,1/4)
	1
	28.96%

	
	2
	28.83%

	
	3
	28.78%

	
	4
	29.47%

	(4,1/2,1/2)
	1
	34.54%

	
	2
	34.38%

	
	3
	34.67%

	
	4
	34.87%



Considering 5 bits overhead is acceptable, and the gain of optimizing  selection is marginal, we have the following proposal:
Proposal 2: Support free   reporting with bit-width of   for Rel-16 codebook.
{L, p, beta} combination
There are totally 27 possible higher layer configured {L, p, beta} combinations determining #SD basis, #FD basis, #NZC respectively. It is agreed to remove redundant combinations to simplify implementation following the agreed criteria in email discussion:
	· Use the following criteria for down-selecting the supported parameter combinations:
1. Avoid overly complex down selection by reducing the number of combinations for (L,p,beta) only
0. Alpha has not been decided and making it N3 dependent is unnecessarily convoluted
1. For #1
1. Remove combinations with: 
0. the total overhead exceeding the max of Rel.15 Type II
0. the UPT lower than Rel.15 Type II for the same overhead  
1. When several combinations appear redundant in terms of overhead (sharing similar overhead – or vice versa), choose the one with the best UPT, unless the best combo is shown to be scenario-dependent. Then it is justified to support several combos with more or less the same overhead



	Higher layer configured
	Possible value

	L
	2, 4, 6 (32 ports, R=1, Rank 1/2)

	p 
	{y0, v0} = {1/2,1/4}, {1/4,1/4}, {1/4, 1/8}

	
	1/4, 1/2, 3/4



SLS is conducted to evaluate several {L, p, beta} combinations for down-selecting the combinations and the SLS results are illustrated in Figures 3 and 4 for Rank 2 and 4, respectively. 
[image: ]
Figure 3 {L, p, beta} combination, Rank 2
[image: ]
Figure 4 {L, p, beta} combination, Rank 4
We can make the following observations from the SLS results:
· {L, p}= {2, 1/2} and {4, 1/4} have same overhead,  but performance of {4,1/4} outperforms that of {2, 1/2}.
· Beta=3/4 does not provide good performance–overhead trade-off compared to other combinations.
· In comparison of {y0, v0} = {1/4, 1/4}  with {1/4, 1/8}, only {L, y0, v0, beta} = {4, 1/4, 1/4, 3/4} provides some gain and the gain is marginal.    
To select parameter combinations with better performance-overhead trade-off , wepropose that:
Proposal 3: Consider to support following {L, p, beta} combinations for Rel-16 codebook: 
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


CSI omission
The payload size of Part 2 UCI highly depends on the value of RI. The overhead of RI>1 is two times or even more of that with RI = 1. The gNB may allocate improper PUSCH resource without perfect knowledge of RI. If gNB allocate resource for a lower rank but UE want to report a higher rank, part 2 UCI cannot be fully transmitted and CSI omission may happen. In that case, the UE has to reduce the size of part 2 UCI. There are two alternatives to ensure part 2 UCI is smaller the size of PUSCH
· [bookmark: _GoBack]Alt1: UE drops non-zero coefficients through implementation to meet code rate restriction.
· Alt2: Define CSI omission and priority rule.
For Alt.1, UE can ensure the dropped NZC to impose minimum impact on CSI report performance. For example, UE drops weaker NZC and controls the reported NZC distribution across layers. If dropping NZC cannot fit PUSCH resource, UE may reduce the rank. This method does not change UCI part 2 format, thus it’s transparent to spec and to the gNB.
For Alt.2, the UE can omit a portion of NZC according to pre-defined priority order. One example of priority order is the NZC with stronger power and with FD index being close to FD index 0 shall have higher priority for reporting. Similar to rank 3/4 {L, p} issue, reducing p first is preferred. Therefore, SD component should have higher priority. Similar to per layer K0 restriction issue, it’s desired to have uniform distribution of NZC across layers. Furthermore, considering bitmap as prefix of LC, bitmap of the dropped NZC could be omitted. 
However, it seems the above solutions are not flexible since the size of higher rank UCI cannot always be smaller than the size of allocated resource by reducing the number of NZC only. Especially for {y0, v0}={1/4, 1/4} and small beta, reporting 1 NZC per layer cannot solve the PUSCH resource limitation for large bitmap. 
Alt.1 is simpler and it does not have spec impact. The benefit of supporting CSI omission is unclear. Therefore, we slightly prefer Alt.1 and the following proposal is made:
Proposal 4: Consider not supporting CSI omission for Rel-16 codebook.
CBSR
It was agreed codebook subset restriction is supported in Rel-16. CBSR reduces interference strength for other cells by restricting power of spatial beams in Rel-15. Joint SD/FD component power restriction was discussed. The feasibility of FD component restriction is unclear. Restricting FD component cannot reduce interference strength but increase frequency correlation. Direction restriction is a quite straightforward solution, thus we prefer to only support spatial beam restriction. Another issue is that Rel-15 CBSR restricts WB amplitude but Rel-16 does not defines WB amplitude. So, we support maximum amplitude restriction on each LC correspond to spatial basis. In summary, we made the following proposal for CBSR:
Proposal 5: Reuse Rel-15 Type II CBSR for Rel-16 codebook and only restrict the spatial basis amplitude.
Conclusion
In this contribution, we analyze the overhead reduction of Type II CSI feedback with some system level evaluation results. Based on the analysis and evaluation, we have following observations and proposals:
Observation 1: For the value of alpha, {1.5, 2, 2.5, 3} have similar performance-overhead trade-off.
Proposal 1: Choose the values of {1.5, 2.5} for alpha in Rel-16 codebook.
Proposal 2: Support free   reporting with bit-width of   for Rel-16 codebook.
Proposal 3: Consider to support following {L, p, beta} combinations for Rel-16 codebook: 
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Proposal 4: Consider not supporting CSI omission for Rel-16 codebook.
Proposal 5: Reuse Rel-15 Type II CBSR for Rel-16 codebook and only restrict the spatial basis amplitude.
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Appendix
	Parameter
	Value

	Duplex
	FDD 

	Waveform
	OFDM

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban

	Frequency Range
	4GHz.

	Inter-BS distance
	200m 

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites, 570 UEs

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ for overhead reduction 


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for overhead reduction 
4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for rank extension

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU-MIMO for rank4, MU-MIMO for rank2

	maximum MU layers
	12

	CSI feedback 
	CSI feedback periodicity (full CSI feedback) :  5 ms, 
Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms
Codebook coeff. quantization (Amplitude, phase )= (3bits,4bits)

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	20% for SU-MIMO, 70% for MU-MIMO

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Baseline for performance evaluation
	Rel-15 Type II Codebook for overhead reduction. 


	Overhead 
	2 PDCCH symbols
DMRS overhead: up to actually scheduled total layers
1 SSB per 20ms
CSI-RS: 32ports, 5ms period, 1RE/port/RB
CSI-IM: 4 REs/PRB, 5ms period
TRS: 12 REs/PRB, 20ms period, maximal bandwidth with 52 PRB
Total overhead: 24.24%
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