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[bookmark: _Ref5850594]Introduction
Based on the agreements made in RAN1#96bis [2] and the updated timeline (see section 3) informed with the WID [1], the following items will be summarized in this contributions to facilitate progress based on the submitted contributions ([6]-[48]) combined with the outcomes of offline email discussions led by the FL [4][5]:
1. [bookmark: _Ref8167685]RI=3 and 4: p setting
2. RI=3 and 4: K0 setting 
3. UCI design: Table 2 of R1-1905629
4. UCI design: FFS issues in Table 1 of R1-1905629
5. Values of N3 for # units>13 

[bookmark: _Ref529369566]Summary 
1 
2 
[bookmark: _Ref8167694]RI=3 and 4: p setting
The following was agreed in RAN1#96bis [2]:“On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: Alt2B, Alt3C, Alt6E (see R1-1905629)”

	Alt2B: RI={1,2,3,4} common, layer-group specific
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	Alt3C: RI={3,4} common, layer common
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	Alt6E: RI={3,4} specific, layer specific

	RI
	Layer
	L
	p

	1
	0
	
	

	2
	0
	
	

	
	1
	
	

	3
	0
	
	

	
	1
	
	

	
	2
	
	

	4
	0
	
	

	
	1
	
	

	
	2
	
	

	
	3
	
	




	



The views from different companies and available SLS results can be summarized below.
Table 1 RI=3-4 p setting: summary of companies’ views
	Category
	No. companies
	Companies – also note the configuration preference for parameters other than x0 and y0: fixed relation vs. higher-layer configured

	Alt2B
	6
	CATT, Fraunhofer/HHI, LGE (fixed), MediaTek, Qualcomm

	Alt3C
	11
	Ericsson (configured), Intel, vivo, MotM/Lenovo, NEC, Nokia/NSB (configured), OPPO, Samsung (configured), ZTE (configured)

	Alt6E
	6 
	Fraunhofer/HHI, Huawei/HiSi (fixed), Intel, NTT Docomo 



Table 2 RI=3-4 p setting: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead
	· [bookmark: _Toc7795463]Alt 3C and Alt 6E have similar performance/overhead tradeoff while Alt 2B is inferior

	Huawei/HiSi
	UPT vs. overhead
	· Observation 1: Alt2B/3C/6E have similar performance with difference less than 1%.
· Observation 2: For rank 3 and 4, the overhead of Alt2B is larger than that of Alt3C and Alt6E, and Alt2B has a larger dynamic range for the overhead of rank 2/3/4.
· Alt6E has the smallest dynamic range with the following table for the overhead of rank 2/3/4.
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· Observation 3: All the three alternatives 2B/3C/6E may have a nested RI and PMI search procedure up to UE implementation.
· Observation 4: for (y0, v0) = (1/4, 1/4) compared to (1/4, 1/8), the maximal overhead of rank 4 reporting is increased around 80 bits but the performance gain is only 0.3%.

	Intel
	UPT vs. overhead
	· Alt2B has higher overhead while it doesn’t provide performance gains over other alternatives
· Alt3C and Alt6E provide similar performance and overhead

	LGE
	UPT vs. overhead
	· Observation 1. As shown in Figure 1, layer-/layer-group-specific parameter setting for p contributes to improving performance-overhead trade-off compared to that of Alt1.
· Observation 2. For Alt3C adopting RI-specific to RI=3-4 and layer-common p setting, the performance is degraded compared to that of Alt2B since the number of FD basis of layer 0-1 to RI=3-4 is set to.
· Observation 3. With RI-common and layer-group-specific configuration, Alt.2B shows the best performance-overhead trade-off.

	MotM/Lenovo
	UPT vs. overhead
	· Alt2B requires nearly 100 bits additional rank 4 overhead compared to 3C and 6E for the same average user packet throughput and cell edge throughput.

	Nokia/NSB
	UPT vs. overhead
	· Alt 2B, Alt 3C and Alt 6E have very similar performance
· Joint configuration of  and  may be advisable, to ensure consistency of the FD basis configuration across layers and RIs.
· A limited number of configurations should be supported, possibly not larger than 2. It is not reasonable, nor physically meaningful, to consider configurations for which . 
·  values such that the resulting  is smaller than  may yield lower PMI accuracy than what is achieved by Rel-15 WB-only PMI, i.e., when ‘subbandAmplitude’ set to false. In fact, if  then the maximum number of reported NZC would always be lower than what is reported by its “low overhead” Rel-15 PMI counterpart, i.e., up to  non-zero wideband amplitude values. 

	OPPO
	UPT vs. overhead
	· Observation 1: Alt 2B outperforms Alt 3C/Alt 6E about 2% with additional 50 bits; Alt 3C/ Alt 6E show similar performance, and the gain of further optimization offered by Alt6E seems marginal.

	Qualcomm
	UPT vs. overhead
	· Observation 1: Alt2B and Alt3C with  achieves similar performance with Alt6E.

	Samsung
	UPT vs. overhead
	· Alt2B is worse than Alt3C/6E
· Alt3C is slightly better than Alt6E in Rel. 15 Type II overhead regime
· Alt3C with  can achieve good performance-overhead tradeoffs in all overhead regimes (low, medium, high).
·  can bring 2% additional gain over  with slight increase in overhead.

	vivo
	UPT vs. overhead
	· The performance of Alt 3C is slightly worse than Alt 2B with the cost of more CSI overhead for case 0, while the average UPT performance of Alt 3C has a bit improvement in comparison with that of Alt 2B with similar overhead.
· The average UPT performance of Alt 3C has a significant improvement in contrast to that of Alt 2B for case 1 with similar overhead.
· Overall, Alt 3C provides reasonable balance between overhead and performance gain in contrast to Alt 2B.
· Alt 2B and Alt 3C are special cases of Alt 6E.
· More than 1% performance gain is achieved by Alt 3C for case 0.
·  Almost 4% performance gain is obtained for Alt 3C with 2K0 = 56 for case 1.
· For the case 1 with 2K0=28, the performance of Alt 3C is slightly better than that of Alt 2B.
· Alt 3C shows a considerable gain without increasing overhead in comparison with Alt 2B.

	ZTE
	UPT vs. overhead
	· Among Alt 2B, Alt 3C and Alt 6E
· Alt 2B costs larger overhead than the other two, without clear performance gain.
· Alt 6E does not provide performance gain over Alt 3C. The performance of these two is very close. In some cases, Alt 3C even performs slightly better. It implies that layer-specific setting does not provide gain over layer-common setting.
· Alt 3C is simpler than the other two in terms of codebook structure and configuration parameters.



As evident, Alt3C represents the majority view. It has been demonstrated in several Tdocs via SLS results that, Alt3C, although the simplest among the three, performs similarly to Alt6E (the most complex scheme) and significantly outperforms Alt2B (the second most complex scheme).   

Observation: On RI=3-4 p parameter setting, Alt3C represents the majority view. 
· Most companies supporting Alt3C also propose that the second parameter  be higher layer configurable with . 
· Note: It has been agreed that  is higher-layer configurable (as a part of RI=1-2 agreement)

Proposal: Alt3C (illustrated in the table below) is supported where the parameter  for RI=3-4 is higher-layer configured in conjunction with the parameter  for RI=1-2.
· The parameters  take value from 
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RI=3 and 4: K0
The following was agreed in RAN1#96bis [2]: 
“On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence ) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt0.  is unrestricted as long as 
· Alt1.  as long as  “

The views from different companies and available SLS results can be summarized below.
Table 3 RI=3-4 K0 setting: summary of companies’ views
	Category
	No. companies
	Companies

	Alt0. Unrestricted
	7
	CATT, Intel, LGE, OPPO, Qualcomm, Spreadtrum, vivo

	Alt1. Per-layer upper bound
	13
	Ericsson, Fraunhofer/HHI, Huawei/HiSi, MotM/Lenovo, NEC, Nokia/NSB (without additional restrictions on ), NTT Docomo, Samsung, ZTE (without defining ) 



Table 4 RI=3-4 K0 setting: summary of observation from SLS
	Company
	Metric
	Key observation

	Huawei/HiSi
	UPT
	Observation 4: The gain or benefit of Alt0 over Alt 1 is unclear yet. Alt 1 with fixed ratio/distribution of NZ coefficients across all ranks and all layers seems to have better performance and robustness of quantization from the perspective of UE implementation.

	Qualcomm
	UPT vs. overhead
	Observation 2: Alt1 with  max NNZC per layer achieves 1~2% loss compared to Alt0 with no constraint on max NNZC per layer. 

	Samsung
	UPT vs. overhead
	For NZ coefficient selection, there is no clear gain with Alt0 (unrestricted), it can be worse than Alt1, and has additional UE complexity.

	ZTE
	UPT vs. overhead
	· Alt 0 (do not support per-layer K0 restriction) and Alt 1-2 (support per-layer K0 restriction w/o  value for rank 3-4) performs quite similarly at least for Alt 3C, and Alt 1-1 (support per-layer K0 restriction by adjusting ) has a bit performance loss.
· Complexity and simplicity of Alt 0 and Alt 1-2 is similar.



As evident, Alt1 represents the majority view. The main argument for Alt1 (over Alt0 where no restriction on per-layer NNZC) is the lack of benefit for Alt0. That is, there is no perceivable performance gain yet it may come at the expense of UE complexity (since the main advantage of independent processing across layers can be compromised with Alt0). On the other hand, Qualcomm claims that both Alt0 and Alt1 require joint search across all layers because layer-independent processing with Alt1 cannot guarantee that the total NNZC is no larger than . This might add some additional complexity for Alt1. Qualcomm also conjectures that this issue could be somewhat related to SCI design (Alt3.3 vs. Alt3.4).

Observation: On the restriction on the number of non-zero coefficients (NNZC) for RI=3-4, Alt1 (per-layer upper bound) represents the majority view.
· With Alt1, the need for additional restriction (such as some additional formulation/restriction for ) is unclear
· Note: It has been agreed that the total number of non-zero coefficients across all the layers shall be less than or equal to  where  ( is higher-layer configured)

Proposal: For RI=3-4, given the value of , the number of non-zero coefficients per layer shall be less than or equal to 

UCI design: Table 2 of R1-190562
The following was agreed in RAN1#96bis [2]: “In RAN1#96bis, continue to discuss the need for supporting the proposed UCI parameters in Table 2 of R1-1905629
· At least until RAN1#97 (Reno), additional proposals on UCI parameter can be made.”

In an offline discussion, it was pointed out that the following parameters can be removed from Table 2 of R1-1905629 for the following reason [4]:
· RI: discussed jointly with # NZC indicator 
· N3’: discussed jointly with FD basis selection indicator 
· Indication of zero pol reference amplitude values: n/a since there is no “zero” in reference amplitude alphabet
· Indication of non-zero coefficient polarization: discussed jointly with bitmap design for RI=3-4
· Indication of polarization with SCI: discussed jointly with bitmap design for RI=3-4
· FD oversampling (rotation) Q3: WA assumption is reverted, no need
· Indication of intermediate FD basis set: discussed jointly with FD basis selection indicator 
· (N1’ N2’): no longer applicable since SD basis selection with -bit indicator has been agreed
· The size of bitmap(s) Nb: discussed jointly with bitmap design for RI=3-4
 
On the blue highlighted items, note that this is only applicable for RI=3-4 since we have agreed that the size of the bitmap for RI=1-2 is 2LM per layer. This leaves us with the following two candidate parameters in Table 2 of R1-1905629: 
· M’ (UCI part 1), and
· Basis sufficiency indicator (BSI, UCI part 1).
During offline discussion, the following offline observation, conclusion, and agreements were made (details can be found in [4]):

	Offline observation: On the candidate UCI parameters listed in Table 2 of R1-1905629:
· ​Indication of zero pol reference amplitude values: not applicable since there is no “zero” in reference amplitude alphabet
· ​​FD oversampling (rotation) Q3: not applicable since WA assumption on O3=4 is reverted
· (N1’ N2’): no longer applicable since SD basis selection with -bit indicator has been agreed
· There is no consensus on the need for “basis sufficiency indicator” (BSI) and M' reporting
· On the benefit of M’, one company has shared SLS results (UPT v. overhead) and argued that more technical discussion is still needed
Offline conclusion:  On the candidate UCI parameters listed in Table 2 of R1-1905629, the following parameters are not supported as a consequence of the previous agreements in RAN1#96bis: 
· Indication of zero pol reference amplitude values,
· FD oversampling (rotation) Q3,
· (N1’ N2’)
Offline agreement:  On the candidate UCI parameters listed in Table 2 of R1-1905629, whether to support or not support the following parameters is to be decided in RAN1#97 (Reno):
· M’,
· Basis sufficiency indicator (BSI)



On the blue-highlighted offline agreement, the views from different companies and available SLS results can be summarized below.

[bookmark: _Ref4589936]Table 5 List of UCI parameters for further discussion (remaining parameters from Table 2 of R1-1905629)
	Parameter
	Location 
	Details/description
	Companies’ views

	M’
	UCI part 1
	Whether to report M’ ≤ M, e.g. # bits, values
	Support (6): Ericsson (joint encoding with NNZC), Fraunhofer IIS/HHI (joint encoding with NNZC), LGE (joint encoding with NNZC), NTT Docomo, vivo

Against (7): Huawei/HiSi, NEC, Nokia/NSB, Qualcomm, ZTE 

	“Basis sufficiency” indication (BSI)
	UCI part 1
	Whether to support this indication. Functionalities: 
· Indicating the sufficiency of the configured p and/or β values;
· FFS: indicating UCI part 2 is absence or partially absence or fully present. 
Currently there are two alternatives:
Alt1: implicit indication via # NZC=0 or # NZC>0;
Alt2: 1-bit explicit indication
	Support (5): Fraunhofer IIS/HHI, Qualcomm, NTT Docomo, LGE

Against (9): CATT, Ericsson, MotM/Lenovo, NEC, Nokia/NSB, Samsung, ZTE


 
Table 6 M’: summary of observation from SLS
	Company
	Metric
	Key observation

	vivo
	UPT vs. overhead
	· The overhead of parameter combination of (beta = 0.5, M = 4) is smaller than that of (beta = 0.25, M = 7) without applying restriction of NNZC<=2K0.
· The performance of beta = 0.5 and M = 4 is slightly better than that of beta = 0.25 and M = 7.
· M = 7 with 2K0 = 17 and M = 4 with 2K0 = 24 provides similar balance between overhead and performance for L = 2.
· The performance of M = 7 with 2K0 = 9 is worse than that of M = 4 with 2K0 = 16 for L = 2.
· The performance gap between M =4 and M = 7 becomes much larger, around 5%, with almost same overhead for L = 4.



On reporting M’, several main concerns from the companies against the proposal can be summarized as follows (see also [4]):
1. The additional overhead in UCI part 1: The response from the proponents was two-fold. First, it was argued (e.g. by vivo) that the additional overhead in UCI part 1 is outweighed by the overhead reduction in UCI part 2. It should be kept in mind, however, that UCI part 1 requires lower coding rate since it is used to determine the payload of part 2 and includes higher priority UCI parameters. Second, some (not all) proponents propose that the hypotheses for M’ could be jointly encoded with other UCI parameters such as the number of NZ coefficients indicator (NNZCI). While this proposal could partially address the concern, it should be kept in mind that the number of NZ coefficients is not restricted to a certain set of values. Therefore, being able to utilized the unused code points from NNZCI could be opportunistic at best.
2. Allowing the UE to determine its own M’ in place of the configured M: This concern is primarily on the performance impact since it is highly dependent on UE implementation. For example, it is mentioned by ZTE that if the UE deliberately selects a small value of M’ to reduce UCI payload with less regard on performance, it could impact the network performance. 

Observation: On the candidate UCI parameters listed in Table 2 of R1-1905629:
· Three parameters are excluded from consideration due to the previous agreements in RAN1#96bis, and two parameters: indication of zero pol reference amplitude values, FD oversampling, and (N1’ N2’) 
· Even after Tdoc submission, there is still no consensus to support two parameters: M’ and BSI
· The other parameters have to be decided along with other aspects of UCI design 

Proposal: On the candidate UCI parameters listed in Table 2 of R1-1905629:
· [Offline conclusion] The following parameters are not supported as a consequence of the previous agreements in RAN1#96bis:
· Indication of zero pol reference amplitude values,
· FD oversampling (rotation) Q3,
· (N1’ N2’)
· The following parameters are not supported due to lack of consensus:
· M’
· Basis sufficiency indicator (BSI)

UCI design: Table 1 of R1-190562 FFS
The agreement in RAN1#96bis [2], along with the summary of companies’ views are given below. 

# NZC indicator
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)

[bookmark: _Ref526296353][bookmark: _Ref526296347][bookmark: _Ref529369183]Table 7 UCI, # NZC: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1.1 RI+joint
	20
	Apple, CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, Intel, LGE, MotM/Lenovo, NEC, Nokia/NSB, NTT Docomo, OPPO, Samsung, Spreadtrum, vivo, ZTE

	Alt1.2 Per layer
	1
	Qualcomm

	Alt1.3 RI + diff joint
	0
	--

	Alt1.4 Diff per layer
	0
	--



RI=3-4 bitmap
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1:  bits per layer, 
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3:  bits for the layer in which the weaker polarization is dropped (else  bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); ,   

Table 8 UCI, bitmap for RI=3-4: summary of companies’ views
	Category
	No. companies
	Companies

	Alt2.1 2LMi
	11
	Apple, Ericsson, Intel, NEC, Nokia/NSB, NTT Docomo, Qualcomm, vivo, ZTE, Samsung 

	Alt2.2 Joint 
	0
	--

	Alt2.2B Joint B
	5
	CATT, LGE, MotM/Lenovo, Spreadtrum

	Alt2.3 Drop weak 
	4
	Fraunhofer/HHI, Huawei/HiSi 



SCI for RI>1
For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· Alt3.1 (applicable to Alt1.2): Per-layer SCI, where  is a –bit indicator ()
· Alt3.2 (applicable to Alt1.1): Per-layer SCI, where  is a –bit indicator
· Alt3.3: Per-layer SCI, where  is a –bit or  indicator ()
· Alt3.4: Per-layer SCI, where  is a –bit ()

Table 9 UCI, SCI: summary of companies’ views
	Category
	No. companies
	Companies

	Alt3.1 per layer Knz
	1
	Qualcomm (1st preference)

	Alt3.2 joint Knz
	2
	Spreadtrum, vivo 

	Alt3.3 per layer 2K0 or K0
	10
	CATT ( or  bits), Fraunhofer/HHI, Huawei/HiSi, LGE, NEC, Qualcomm (2nd preference), Samsung, ZTE (if # NZC per layer is restricted for RI=3-4) 

	Alt3.4 per layer 2L
	7
	Ericsson, Intel, MotM/Lenovo, Nokia/NSB, OPPO



FD basis subset selection indicator
On FD basis subset selection indicator, the design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt5.1: FD basis subset selection indicator is per layer where it is a -bit indicator or -bit indicator or size- bitmap, ()
· Alt5.2: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is either reported in UCI part 1 or fixed in specification or higher-layer configured, and the intermediate set in UCI part 2
· Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The remaining FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer 
· Alt5.3: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) selected from multiple higher-layer configured intermediate sets and the value of N3’ is indicated in UCI part 1 
· The 2nd step uses -bit indicator to indicate the FD basis used for each layer 
· Alt5.4: FD basis subset is selected as mod(Mi_initial + n,N3), n=0,1,..,Mi–1
· Alt5.5: The intermediate FD basis subset of size  is higher layer configured per rank, and  is not reported in UCI part 1.
· FFS: FD basis subset and size  per rank
· The UE reports -bit bitmap or or bit indicator to indicate the FD basis used for each layer 
1. Alt5.6: Two-step FD basis subset selection where
5. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is either fixed or higher-layer configured
0. The FD basis in this intermediate set is reported either by N3-bit bitmap or  bit indicator
5. The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.7: Two-step FD basis subset selection where
6. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is indicated in UCI part 1
0. The FD basis in this intermediate set is the union of FD basis for all layers, and is reported bybit indicator
6. The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.8: 
7. For RI > 2, two-step FD basis subset selection
0. The 1st (intermediate) step uses an intermediate set of size-N3’ (N3’=) 
0. Intermediate set is the union of FD basis for all layers, and is reported by size-N3 bitmap
0. The 2nd step uses size-N3’ bitmap to indicate the FD basis used for each layer
7. For RI < 3, FD basis subset selection indicator is per layer where it is a size- bitmap

During the offline discussion, the following offline agreement was made to reformulate the problem (see [5] for details):
	Offline agreement 1: The two-step FD basis subset selection is described as follows:
· The 1st (intermediate) step uses an intermediate FD basis set of size- (≤ )
· The value of  is RI- and layer-common
· The intermediate FD basis subset is RI- and layer-common
· The 2nd step uses an indicator to indicate the FD basis used for each layer
· FFS (to be resolved in RAN1#97): for the indicator, select between a -bit bitmap and X-bit combinatorial indicator where X is either  or . 
· FFS (to be resolved in RAN1#97): select one of the following alternatives on  setting mechanism:
· 1) reported in UCI part 1
· 2) higher-layer configured
· 3) fixed
· FFS (to be resolved in RAN1#97): select one of the following alternatives on size- intermediate subset (IntS)
· 1) IntS is adjacent and fully parameterized with , indicating that the intermediate set consists of FD bases ,
· FFS (to be resolved in RAN1#97): whether  is reported in UCI part 2, higher-layer configured, or fixed
· 2) IntS is selected freely from  FD bases, a combinatorial indicator is reported in UCI part 2
· FFS (to be resolved in RAN1#97): exact bitwidth, either  or  

Offline agreement 2: In RAN1#97, decide on FD basis subset selection scheme from the following alternatives:
· Free selection (Alt 5.1 in RAN1#96b)
· Fixed selection (Alt 5.4 in RAN1#96b)
· Two-step selection (the final outcome of proposal 1)



Table 10 UCI FD subset selection: summary of companies’ views
	Category
	No. companies
	Companies

	One-step free selection
	4
	Nokia/NSB (R=1), Spreadtrum, ZTE 

	One-step fixed selection
	0
	--

	Two-step selection
	16
	CATT, Ericsson (at least for R=2), Fraunhofer/HHI, Huawei/HiSi, LGE, MotM/Lenovo, NEC, Nokia/NSB (R=2), OPPO, Qualcomm, Samsung, vivo



Among the supporters of two-step FD basis subset selection, views on the design aspects are summarized as follows.
Table 11 UCI FD subset selection, two-step: summary of companies’ views
	Category
	Scheme
	Companies

	 setting mechanism
	Reported in UCI part 1 (8)
	CATT, Huawei/HiSi, MotM/Lenovo, NEC, Qualcomm, vivo

	
	Higher-layer configured (2)
	Fraunhofer/HHI

	
	Fixed (4)
	Ericsson, LGE, OPPO, Samsung 

	IntS design
	Adjacent/contiguous (window-based),  reported in UCI part 2 (6)
	CATT, Ericsson, MotM/Lenovo, Samsung, vivo

	
	Adjacent/contiguous (window-based),  higher-layer configured (2)
	Fraunhofer/HHI

	
	Adjacent/contiguous (window-based),  fixed (4)
	Fraunhofer/HHI, NEC, Qualcomm

	
	Free design, combinatorial  bits (5)
	CATT, Huawei/HiSi, LGE, Samsung 

	
	Free design, combinatorial  bits (2)
	NEC, OPPO 

	2nd step indicator
	-bit bitmap (1)
	Qualcomm

	
	Combinatorial  bits (10)
	CATT, Fraunhofer/HHI, Huawei/HiSi, LGE, NEC, Qualcomm, Samsung, vivo 

	
	Combinatorial  bits (3)
	OPPO, MotM/Lenovo



The available SLS results can be summarized below.
Table 12 UCI: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead
	· [bookmark: _Toc7795467]Similar performance for one-step and two-step FD-basis indication
· [bookmark: _Toc7795468]For R=2, the overhead savings with the adjacent IntS selection is substantial, around 25 bits. Both one-step and arbitrary two-step FD-basis selection result in similar overhead.
· [bookmark: _Toc7795469]For R=1, all three schemes have similar overhead

	Fraunhofer/HHI
	UPT vs. overhead
	· Observation: Fixing   by  is sufficient to select the FD basis vectors that are selected with the highest probability.
· Observation: Configuring the IntS in Alt5.5 suffices to obtain similar performance to that of Alt5.1 and Alt5.6 with a lower feedback overhead. 
· Observation: For a large value , the freely selected IntS is contained in the configured IntS. 

	Huawei/HiSi
	Overhead analysis, N3’ value distribution analysis
	· Observation 2: For Alt 5.7, the intermediate FD basis set has larger probability with small value of N3’. Compared to Alt5.1, Alt 5.2 and Alt 5.8, Alt 5.7 has lower average overhead for small value of N3 and higher rank for small value of N3 and higher rank.

	MotM/Lenovo
	UPT vs. overhead
	· Alt5.2’ and Alt5.7 have 5-6 and 1-2 bits less average overhead than Alt5.1.
· Alt5.2 and Alt5.6 average UPT and cell edge performance is inferior to Alt5.1, 5.2’, and 5.7 by 0.1% to 0.2% and 0 to 0.5% in cell edge.
· Alt5.4 has similar average user throughput performance but degraded cell edge performance compared to Alt5.1, between 0.6% and 1.3%, and 14-18 bits less average overhead.

	Qualcomm
	UPT vs. overhead
	· Observation 4: Window-based approach achieves similar performance as the combinatorial-based approach.
· Observation 5: Combinatorial-based intermediate set may need more overhead than one-stage FD basis report.

	Samsung
	UPT vs. overhead
	· When N3 is small (e.g. R=1), 
· there is no noticeable difference in overhead saving between Alt5.1, 5.2, and 5.6
· Alt5.2 suffers from up to 1% performance loss
· Alt5.6 shows some performance gain over Alt5.1 in Rel.15 Type II overhead regime
· When N3 is large (e.g. R=2), there is ~12-24 bits overhead saving and slight performance gain with Alt5.2
· The FD index distribution is concentrated towards the two ends (the first few and the last few FD components)
· The concentration of FD indices increases as  increases, i.e., the distribution is more concentrated for  than for 
· For window-size , the probability of  FD indices in the middle being selected by the UE is ~10% and ~5% for  and , respectively.
· For window-size , the probability that the  FD components outside of the window has more power than the  FD components inside the window is ~15-20% and ~5-8% for , and , respectively.
· Observation 1:
· Alt3.4 can be worse in overhead than Alt3.3 if N_SB is small
· The overhead saving with Alt3.4 is small (0-2% of the total payload) only if N_SB is large
· Observation 2: There is no noticeable difference in performance-overhead tradeoffs achieved by Alt3.3 and Alt3.4

	vivo
	UPT vs. overhead
	· Observation 1: For M = 4,
· When 2K0 =32, alt 1 with intermediate set length equal to 6 and 7 achieves same performance with 7 bits less overhead in contrast to alt 2 with same intermediate length.
· When 2K0 =48, alt 1 has a similar performance with alt 2.
· Both of alt 1 and alt 2 can achieve similar performance, and degradation of less than 1% compared to alt 0.
· Observation 2: For M = 7,
· Almost same performance is obtained among three FD basis selection schemes in both of 2K0 = 28 and 2K0 = 56. 
· Alt 1 reduces almost half of w3 indication overhead compared with alt 0.
· Observation 3: For R = 2,
· W3 indication overhead of alt0 is close to 60 bits and 80 bits for selecting 4 and 7 FD basis per layer respectively.
· Alt 1 reduces almost half of w3 indication overhead compared with alt 0.
· Only for M = 4 and 2K0 = 32, alt 1 shows better balance of performance and overhead than alt 2.
· Alt 1 and alt 2 provides similar performance as well as overhead.
· Both alt 1 and alt 2 can achieve similar performance of alt 0 by increasing length of intermediate set.



On the bitmap design for RI=3-4, Huawei/HiSi argued that if Alt2.1 (the majority view) is adopted, some additional restriction in the specification should be added to avoid odd reporting behavior, e.g. each bitmap shall indicate at least one non-zero coefficient per polarization. In addition, NTT Docomo, while preferring Alt2.1, suggests that some information-theoretically optimal “smart” coding should be used to compress the raw bitmaps and discussed in RAN1#97. This, however, goes against the agreement in RAN1#96bis (that the RI=3-4 bitmap design should be chosen from the four identified alternatives).  
Among all the UCI parameter design issues, FD basis subset selection is arguably the most complex issue. While two-step selection represents the super-majority view, there are three design aspects that have to be finalized. 
Among the three aspects, the most pivotal one would be the intermediate subset (IntS) design where two subset design alternatives have been proposed: window-based (parametrized by a starting index  and subset size ) and free selection (combinatorial, selecting  out of ). Here several companies show that for larger  values, the window-based design performs the best while for smaller  values, the free-selection-based design performs the best (the difference in performance is within at most ~1% in average UPT for a given overhead – which may be significant (for some companies) considering that the gain of Rel.16 Type II with DFT-based compression is thus far ~6-7% over Rel.15 Type II). This observation is expected since the window-based design incurs some UPT loss over the free-selection-based design. But for larger  values, the overhead saving due to the reduced IntS indicator overhead from the window-based design may offset its UPT loss. Given that the window-based design with fixed/reported  and the free-selection-based design with –bit indicator receive more or less comparable majority support, it seems fitting to support the free-selection-based design for smaller  values and window-based design for larger  values. This could also be a good compromise between the two designs, i.e. taking the best from both proposals. 
However, it should also be noted that the performance difference between one-step and two-step schemes is within at most ~1% average UPT for the same overhead, For any value of , the performance of one-step free selection tends to be between free-selection-based and window-based two-step selection design. That is, if <1% difference in average UPT is not perceived to be significant, the one-step free selection scheme performs almost as well as the best of the two-step schemes (for different values of ) – moreover with a simpler single-scheme solution.    
Related to this issue, Qualcomm conjectures that there may not be UPT difference among one-stage and two-stage schemes if  is reported for the two-stage scheme (regardless of the IntS design). Yet the payload of the window-based IntS would be the lowest of all. If  is configured or fixed, window-based IntS may be inferior to one-stage or two-stage with freely selected IntS. But Qualcomm conjectures that this loss could be compensated with fixing  or choosing a large enough  (note: increasing  would obviously reduce the overhead saving benefit of the two-step scheme and alter the baseline). Overall, Qualcomm opines that there is no need for supporting two schemes for FD basis subset selection. Another aspect is the setting of  (the intermediate subset IntS size). Among the three alternatives (reporting in UCI part 1, higher-layer configuration, and fixed relation with ), the first and the third alternatives are more popular than the second. However, the advantage of one scheme over the other two has not been clearly articulated in the submitted Tdocs. For instance, reporting may offer  a bit more flexibility to the UE to select the size of IntS but it incurs significant increase in the payload of UCI part 1. Regarding  reporting, a few companies also raised some concern on the performance benefit. Since it is difficult to guarantee (either via RAN4 testing or specificatio) whether the UE will select a good , the scheme would provide no overhead reduction gain (if the reported  is too large) or cause performance/UPT loss (if the reported  is too small). Given the trade-off, it seems that having from a small number of  values (e.g. two) can provide some degree of flexibility without the drawback raised on the reporting of .
For the two-step approach, some companies (e.g. Ericsson, Fraunhofer) argue that some aspects could be tied with SCI design when the cyclic shift (CS) principle akin to the previously agreed O3 issue is used to reduce overhead. For example, Alt3.4 for SCI (RI>1) and any combinatorial indicator for FD basis subset selection with the “minus one” alternative ( for one-step, or  and  for two-step) requires the UE to apply CS operation to align the strongest coefficient with FD component 0 – which also implies that fixing  to zero (by relying on the UE applying CS to shift the starting point of window-based IntS to zero) may no longer be applicable. Conversely, if  is fixed to zero by the (possibly transparent) CS operation, Alt3.4 may no longer be applicable for the SCI. Therefore, whether/how to use the CS operation for reducing the payload for various indicators may need to be discussed jointly. 
Closely related to this issue is the benefit the use of this CS operation for SCI and/or FD subset selection. While the CS operation can reduce the payload and the same mathematical principle as that for the previously agreed O3 issue (in RAN1#96bis) applies, several companies argue that the “risk-return” factor can differ starkly. As an example, for O3, several companies have shown that even if the UE does not apply the (transparent) CS operation (e.g. to effect a different O3 from 1 for maximizing performance), the performance impact is marginal. Therefore, the return (allowing the UE to select its own O3 if a "smart" algorithm is used) outweighs the risk (even if the UE doesn't use this algorithm, the performance loss of O3=1 is small relative to O3=4). However, whether the same could be said to the SCI and/or FD indicator issues is unclear and demands further assessment. For instance, for the SCI issue, if the CS operation is made transparent and a UE does not implement the CS operation, the impact on performance could be significant as several companies had demonstrated during the quantization discussion (cf. Alt4 on FD=0 component). In this case, some additional “cost” in terms of spec impact (e.g. specifying some UCI mapping operation) may be needed. How this is done relative to the strongest coefficient may need more discussion. Then the question is how much overhead reduction can be attained and whether it is worth the cost. 
Regarding the use of the CS operation, Nokia/NSB argues that no clear proposal on specification support for FD basis windowing has been made, e.g..: 1) the applied CS; 2) UCI mapping for the LCC. This may be needed to avoid large performance degradation due to unspecified UE behavior. This is unlike Alt3.4 where multiple proponents of Alt3.4 have proposed example text proposal(s) for UCI mapping rule the LCC (no bit-level interleaving required). Note that other SCI schemes also require some UCI mapping rule. Nokia/NSB further argued that Alt3.4 is superior to Alt3.3 in terms of overhead saving for: 1) number of configurations where Alt3.4 has lower overhead than Alt3.3 (especially for, but not limited to, the number of subbands  13); 2) maximum number of bits saved and; 3) practical relevance of the configurations where Alt3.4 saves over Alt3.3. 
In regard of joint consideration on SCI and FD basis subset selection, Fraunhofer also argues that Alt3.3 + window-based IntS with  (relying on the UE to apply CS operation to “center” the FD coefficient profile) is superior to Alt3.4 + window-based IntS with reported  (“We found that for RI = 4, beta = ¾, M = 4, N3 = 13, L = 4, setup 2 requires 5 bits more than setup 1. For RI = 4, beta = ½, M =4, N3 = 13, L = 4, setup 2 requires 9 bits more than setup 1.”). 

Observation: For the agreed UCI parameters in Table 1 of R1-1905629:
· On NNZCI, Alt1.1 (RI + total NNZC across layers) represents the super-majority view.
· On bitmap for RI=3-4, Alt2.1 ( bits for layer i) represents the majority view 
· On SCI for RI>1, Alt3.3 (per layer 2K0 or K0 hypotheses, or possibly 2LMi if 2LMi<K0) and Alt3.4 (per layer 2L hypotheses) are almost equally supported and represent the stronger majority views
· For UCI part 2, Alt3.4 offers some overhead reduction over Alt3.3 when number of subbands 13, yet incurs some overhead increase over Alt3.3 for a few cases when number of subbands  13. 
· Alt3.4 may require a UCI mapping rule that applies cyclic shift with the strongest coefficient as a reference. It was also argued, e.g. by Nokia/NSB, that Alt3.3 may require a UCI mapping rule that specifies the order in which the NZC are counted to calculate the SCI. Otherwise the performance of either scheme would depend on UE implementation.
· On FD basis subset selection scheme, the two-step selection represents the super-majority view
· The setting mechanism for  needs further discussion: select one from reporting in UCI part 1, higher-layer configuration, and fixed relation (with ) 
· The window-based design with fixed/reported  and the free-selection-based design with –bit indicator receive more or less comparable support. The window-based design tends to perform slightly better than free-selection-based design for larger  values while the opposite happens for smaller  values (see, e.g. [34][39][43]). 
· For a given overhead, difference in average UPT between one-step and two-step schemes (with window-based and free-selection-based designs) is within ~1% with one-step performing within <1% compared with the best of the two-step schemes for each scenario.  
· For the 2nd step indicator, reporting a -bit combinatorial indicator in UCI part 2 represents the super-majority view

Proposal: For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI () and  (the total number of non-zero coefficients summed across all the layers, where  are reported in UCI part 1 
· For RI=3-4, RI bitmaps, each with size- (, where  denotes the -th layer) are reported in UCI part 2
· FFS: Specification impact on how to prevent reporting all zero LC coefficients for a polarization
· On SCI for RI>1 (reported in UCI part 2), discuss further and decide between the two following alternatives in RAN1#97 (Reno):
· Alt3.3: Per-layer SCI, where  is a –bit or  indicator (), including further reducing the bitwidth if applicable (to  or )
· Alt3.4: Per-layer SCI, where  is a –bit ()
· The following FD basis subset selection scheme is supported:
· For , one-step free selection (cf. Alt5.1 in RAN1#96bis) is used 
· FFS (to be finalized in RAN1#97 Reno): The subset selection is indicated by an -bit combinatorial indicator (for each layer) in UCI part 2 where, depending on the outcome of SCI,  is either  (if Alt3.3 is selected) or  (if Alt3.4 is selected) 
· For , IntS is window-based and fully parameterized with , indicating that the intermediate set consists of FD bases 
· The value  where  is higher-layer configured from two possible values 
· FFS (to be finalized in RAN1#97 Reno): the two values of 
· FFS (to be finalized in RAN1#98 Prague): the supported parameter combinations for 
· [bookmark: _GoBack]FFS (to be finalized in RAN1#97 Reno): whether  is reported in UCI part 2 (along with its possible values and bitwidth) or fixed 
· The 2nd step subset selection is indicated by an -bit combinatorial indicator (for each layer) in UCI part 2
· FFS (to be finalized in RAN1#97 Reno): depending on the outcome of SCI,  is either  (if Alt3.3 is selected) or  (if Alt3.4 is selected) 

N3 values
The following was agreed in RAN1#96bis [2]: “On the value of  for :
· For Alt1: 
· Identify alternatives for padding schemes in RAN1#97 (Reno)
· Select one from the alternatives for padding scheme by RAN1#98 (Prague)
· For Alt2: 
· Identify alternatives in RAN1#97 (Reno)
· Select one from the alternatives by RAN1#98 (Prague)”

The views from different companies and available SLS results can be summarized below.
Table 13 N3: summary of companies’ views
	Category
	No. companies
	Companies

	Alt0 
	9
	CATT, Ericsson, Huawei/HiSi, NEC, Nokia/NSB, Qualcomm, Samsung 

	Alt1 (padding)
	4
	Intel, LGE, MediaTek, NTT Docomo

	Alt2 (segmentation)
	2
	MediaTek, ZTE 

	Alt0 for , 
Alt1 for 
	1
	Ericsson



Table 14 Alt1 N3 candidates: summary of companies’ views
	Category
	No. companies
	Companies

	Extrapolation (numerous variations)
	4
	Intel, Mediatek, NTT Docomo, Qualcomm

	Zero padding
	1
	LGE



Table 15 Alt2 N3 candidates: summary of companies’ views
	Category
	No. companies
	Companies

	S1: 1, …, Y;     S2: -Y+1, …, 
	1
	ZTE

	S1: 1, …, ;  S2: 
	1
	MediaTek



Table 16 N3: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead
	· [bookmark: _Toc4774291][bookmark: _Toc7795476]DFT padding results in around 2% loss compared to No DFT padding
· [bookmark: _Toc4774292][bookmark: _Toc7795477]Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation 

	Huawei/HiSi
	UPT vs. overhead
	· Observation 2: Although the difference among padding schemes is not significant, the variance of performance gain can be up to 2%. And segmentation shows performance loss.

	Intel
	UPT vs. overhead
	· Type II CSI DFT-based compression with padding of FD coefficients provides similar performance comparing to the case without padding (with DFT size equal to the number of FD compression units)
· Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead

	LGE
	UPT vs. overhead
	· Observation 1. Compared to reference scheme which always assume N3=NSB, marginal performance loss (up to 3% and 1% for 10MHz and 20MHz, respectively) in terms of average UPT is observed. 
· Observation 2. Among the padding schemes, Scheme 1 (zero-padding at the last FD unit) provides slightly better performance. 

	Samsung
	UPT vs. overhead
	· Alt0 () achieves the best performance-overhead trade-off
· Alt1 ( is a multiple of 2, 3, or 5) incurs large performance loss due to possible misalignment/mismatch between an assumed precoder by the gNB and an actual precoder used by the UE while calculating CQI
· Alt2 (two segments) results in high overhead, and performs worse than Alt0 in terms of performance-overhead trade-off     

	ZTE
	UPT vs. overhead
	· Observation 2: Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 



Observation: On the value of  for :
· Most companies are still proposing Alt0  mainly due to some concern on performance loss from Alt1/Alt2
· For Alt1, extrapolation represents the majority view although there are numerous variations mentioned in, e.g. MediaTek Tdoc. 
· For Alt2, two specific schemes (where the segmentations overlap between the two) were proposed, each supported by a single company   

Proposal: On the value of  for :
· For Alt1 (padding), consider only extrapolation-based scheme and decide on the final specific design alternatives in RAN1#97 (Reno) for down selection in RAN1#98 (Prague)
· For Alt2 (two segments), the following alternatives will be considered for down selection in RAN1#98 (Prague): 
· Alt2.1: S1: 1, …, Y;     S2: -Y+1, …, 
· Alt2.2: S1: 1, …, ;  S2: 

Miscellaneous
Miscellaneous (other) issues were also mentioned in companies’ contributions such as:
· Other detailed UCI design issues: UCI omission for DFT-based compression  
· CBSR
· Reducing the number of supported parameter combinations (too premature to discuss before RI=3-4 codebook and parameter setting are finalized)
· Other (non-DFT-based) compression schemes
· UE capability issues
· Adjustment of layer-/layer-group-specific quantization level to RI=3-4
Since this meeting will focus on the issues listed in section 1, a summary of such miscellaneous issues is not included in this FL summary. 

[bookmark: _Ref536659947]Updated timeline and work plan
The timeline (with a set of milestones for each RAN1 meeting is updated with more details. The updated parts are highlighted in blue. 

[bookmark: _Ref526296952]Table 17 Proposed timeline along with the milestones
	97 (05/19)
	98 (08/19) – early projection

	1. For RI=3 and 4, finalize the following: 
0. Choose parameter (L, p) setting Alt2B vs 3C vs 6E – including configurability vs. fixed relation
a. K0/ setting, select from two alternatives

1. Refine the previous agreement on UCI design details:
a. Resolve 5 FFS items from “Table 1” (agreed UCI parameters) 
b. Decide support for parameters in “Table 2” (proposed)

2. Identify alternatives for Alt1 and Alt2 of N3 for # units>13
	1. For RI=3 and 4, finalize the remaining details, if any 

2. Finalize remaining details on the following for UCI details
a. Content of part 1 
b. Content of part 2

3. Select one scheme for Alt1 and one scheme for Alt2 of N3 for # units>13

4. Identify other UCI-related issues and potential solutions (e.g. UCI omission) 

5. Identify alternatives for CBSR. 

6. Identify alternatives for reducing supported combinations of compression parameters



 
	98B (10/19) – early projection
	99 (11/19) – early projection

	1. Identify other UCI-related issues and potential solutions (e.g. UCI omission) 

2. Finalize CBSR. 

3. Finalize reducing supported combinations of compression parameters. 

4. Select one scheme for Alt1 and one scheme for Alt2 of N3 for # units>13

5. Discuss and (if possible) conclude on the support for “other schemes”

6. Discuss and identify UE capabilities

	1. (Pre-)maintenance on Type II overhead reduction, i.e. finalize remaining issues on previous agreements

2. Finalize UE capabilities
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