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Introduction
[bookmark: OLE_LINK11]According to the new WID on physical layer enhancements for NR URLLC [1], specification of enhanced UL configured grant transmission [RAN1, RAN2] was specified as follows:
	Multiple active configured grant type 1 and type 2 configurations for a given BWP of a serving cell 
Note: V2X use cases are also considered


In the new WID of NR Industrial Internet of Things (IoT) approved in RAN#83[2], the following objectives on intra-UE multiplexing for configured grant are specified:
	Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].


In this contribution, conflicts among multiple configured grant PUSCH are discussed and how to handle the conflicts is also analyzed. 
Scenario for conflicts among multiple configured grant PUSCH
From our understanding, conflicts among multiple configured grant PUSCH can happen when one PUSCH with high priority data needs to be processed/transmitted in the middle of the processing/transmission one PUSCH with low priority. And to make it concrete, we simply distinguish two priorities and take eMBB as low priority and URLLC as high priority (note that even URLLC services may have different priorities, depends on further discussion), as elaborated below.
· Scenario 1: When one PUSCH with eMBB data is in processing (not transmitted yet), UE needs to process and transmit one PUSCH with URLLC data which has overlapping resource with the eMBB PUSCH.
· [bookmark: OLE_LINK5]Scenario 2: When one PUSCH with eMBB data is in transmission, UE needs to transmit one PUSCH with URLLC data which has overlapping resource with the eMBB PUSCH.
Figure 1 shows an example for  scenario 2, where a higher priority configured grant PUSCH transmission (PUSCH#3 of PUSCH config#2) conflicts with a lower priority configured grant PUSCH transmission(PUSCH#1 of PUSCH config#1).
Observation 1: Conflicts among multiple configured grant PUSCH can only happen between two PUSCH with different service types/priorities.
Some companies think there may be a case when a PUSCH initial transmission conflicts with another PUSCH repetition and both PUSCHs are of the same service priority, PUSCH initial transmission should be prioritized. However, since PUSCH repetition is often used when the received signal quality is not good enough, deprioritizing the PUSCH repetition would lead to reduced reliability and even detection failure. In our view, PUSCH repetition is just as vital as the initial transmission thus UE should avoid this kind of conflict. That means, if a URLLC data arrives when an URLLC repetition is in transmission, UE should arrange a non-overlapping resource for the just arrived URLLC data, maybe by deferring it to a later PUSCH resource. 


Figure 1. Conflicts between configured grant PUSCH for eMBB and URLLC
Observation 2: PUSCH repetition transmission has the same priority as an initial transmission for a given service.
Methods to handle conflicts among multiple configured grant PUSCH
For the above identified scenarios, a simple way to handle the conflict is to drop the processing/transmission of the low priority data, i.e. eMBB data. But at PHY layer, methods for UE to distinguish different priorities/service types of multiple configured grant PUSCH should be studied. 
[bookmark: OLE_LINK2][bookmark: _GoBack]Companies have proposed some potential methods to indicate priorities in the discussion of intra-UE multiplexing [3]. Five scenarios have been discussed including conflicts between dynamic PUSCH and configured PUSCH and conflicts between two dynamic PUSCH. It’s better to take into consideration of conflicts among multiple configured grant PUSCH and find a unified solution for all the scenarios. Since prioritization/multiplexing related to configured grant PUSCH is led in RAN2, conflicts among multiple configured grant PUSCH should also be studied by RAN2 to find a unified solution for all the scenarios. That is, priority at PHY is determined by MAC layer. However, the priority may need to be bundled with a PHY parameter (which PHY parameter is FFS) for PHY prioritization and could be used for collision between multiple configured grants. And based on which RAN1 can decide UE PHY layer behaviors. 
[bookmark: OLE_LINK3]Proposal 1: Priorities of different PUSCH should be known at PHY layer to handle conflicts among multiple configured grant PUSCH. And RAN1 can decide UE PHY layer behaviors based on RAN2 solutions.

Conclusion
According to the analysis given above, we have the following observations and proposals:
Observation 1: Conflicts among multiple configured grant PUSCH can only happen between two PUSCH with different service types/priorities.
Observation 2: PUSCH repetition transmission has the same priority as an initial transmission for a given service.
Proposal 1: Priorities of different PUSCH should be known at PHY layer to handle conflicts among multiple configured grant PUSCH. And RAN1 can decide UE PHY layer behaviors based on RAN2 solutions.
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