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[bookmark: _Ref521334010]Introduction
3GPP RAN approved two inter-related work items on URLLC, where a first one is led by RAN1 addressing PHY enhancements, whereas the second one specifically targets industrial IOT (IIOT) scenarios and is led by RAN2. For the IIOT WI, RAN2 has identified several intra-UE multiplexing scenarios to be jointly studied by RAN1 and RAN2 [1]. This contribution provides an in-depth analysis of the resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs.
Discussion
Resource conflicts between DG and CG PUSCHs
In Rel-15 a DG PUSCH overrides a CG PUSCH in case of collision. If URLLC data is to be multiplexed on a CG PUSCH while non-URLLC data is to be multiplexed on a DG PUSCH, it is not desirable to drop the CG PUSCH.
To decide whether transmit a DG PUSCH or transmit a CG PUSCH in case of collision, a UE firstly needs to know the traffic differentiation of the DG PUSCH and the CG PUSCH. If traffic differentiation for a CG PUSCH can be handled by higher layers, a pertinent question is how URLLC data is differentiated from non-URLLC data at the logical channel (LCH) level? In 38.321 the LCH prioritization is listed as follows:
	Logical channels shall be prioritised in accordance with the following order (highest priority listed first):
-	C-RNTI MAC CE or data from UL-CCCH;
-	Configured Grant Confirmation MAC CE;
-	MAC CE for BSR, with exception of BSR included for padding;
-	Single Entry PHR MAC CE or Multiple Entry PHR MAC CE;
-	data from any Logical Channel, except data from UL-CCCH;
-	MAC CE for Recommended bit rate query;
-	MAC CE for BSR included for padding.



It can be seen that for data LCHs there is currently no specific prioritization. However, the NR LCP also introduced mapping restrictions for each LCH, namely, an allowed SCS list, allowed serving cell(s), a maximum PUSCH duration and whether the LCH is permitted on CG Type 1. 
Firstly, from a PHY perspective, traffic is not necessarily differentiated by the allowed SCS or serving cells. Secondly, the maximum PUSCH duration restriction may or may not be applicable when differentiating traffic types or UL grant types given the flexible TTI lengths available in NR. On the other hand, the CG Type 1 restriction allows the UE to restrict non-URLLC LCHs from being mapped to a CG Type1 grant. Three possible instances of the resource conflicts between DG and CG PUSCHs are shown in Figure 1 for (a) same starting symbol, (b) DG leads CG and (c) CG leads DG. In all three scenarios the gNB is not aware, at the time of scheduling the DG, that there is data for a set of LCHs that can only be mapped to the CG.

[bookmark: _Ref4596018]Figure 1: Overlapping of DG and CG with (a) same starting symbol and (b), (c) different starting symbols
Our preference is that the prioritization between a DG and a CG can be handled by the MAC layer and does not require specific L1 signaling. For instance a priority based solution can be envisioned for the MAC layer, where the UL grant with higher priority is selected for transmission while the other grant is dropped. The priority value assigned to an UL grant (CG or DG) can be the highest priority among the LCHs multiplexed on the UL grant by the LCP. Alternatively, prioritization of colliding UL grants can be based on the LCP mapping restrictions. Further details are out of the scope of RAN1. 
If time permits, MAC layer can select one higher priority grant and just generate the PDU for the higher priority grant and just deliver such PDU to PHY, and such PDU will be transmitted in the corresponding PUSCH resources in PHY layer without overlapping. On the other hand, if MAC layer knows that there is a higher priority grant after delivering one PDU of a previous grant to PHY layer, MAC layer can deliver a new PDU corresponding to the higher priority grant to PHY layer. In PHY layer, if UE has one PDU corresponding to a PUSCH resource overlapping with a previous PUSCH, PHY layer can directly decide to drop/stop the previous PUSCH and start to transmit the PUSCH associated with the higher priority grant, since if the later PDU is delivered to PHY, it means the grant associated with such PDU has higher priority.
Proposal 1: Prioritization between a DG and a CG is primarily handled by the MAC layer. 

Nevertheless, there are some PHY considerations to discuss:
1. Reliability: the Rel-15 MAC LCP restrictions do not take into account transmission reliability but it should be clear that if a retransmission is needed it would also increase the latency incurred when delivering a packet. Therefore, both latency and reliability should be taken into account for each transmission including initial transmission. 
a. One possible solution is that if the target code rate (or MCS) of the CG is lower than that of the DG, the UE prioritizes CG transmission. 
b. Such a hard restriction may not be necessary in all cases. For instance, the end-to-end latency for data carried on the CG may permit a delay of the PUSCH to the next available CG occasion rather than terminating an ongoing DG. Thus, a possible modification is to allow a time gap within which the DG is not cancelled. For instance if the target code rate (or MCS) of the CG is lower than that of the DG, and the last symbol of the CG ends X or more symbols before the last symbol of the DG, the UE prioritizes CG transmission. The value of X is FFS.

2. PUSCH detection: if the UE LCP autonomously determines which of a configured PUSCH or dynamically scheduled PUSCH is transmitted (at least during an overlap region), the gNB receiver has to detect which PUSCH was transmitted, where the detection complexity depends in part on the relative starting symbols as shown in Figure 1. 
a. A possible solution is to schedule a dynamic PUSCH with same starting symbol or, more importantly, same DMRS symbol as the configured PUSCH. PUSCH detection may be facilitated by assigning different combs or cyclic shits of the same DMRS configuration. Flexible indication of DMRS symbol positions in the DCI scheduling the dynamic UL grant may help match the DMRS symbols of both UL grants.
b. Another possibility is to schedule the dynamic PUSCH on non-overlapping PRBs with the configured PUSCH albeit with increased UL overhead. 
3. UE processing capability and power savings: it is desirable from processing and power saving considerations that the PDCCH scheduling a DG is received at least N2 symbols before the starting symbol of a CG so that the UE can run the LCP rules ahead of any PUSCH preparation to determine which of the CG or DG to transmit. However, this depends on the data arriving time of the DG PUSCH. For latency critical traffic, there is no such restriction so as to ensure the traffic can be transmitted as soon as possible. 

Observation: Prioritization between a DG PUSCH and a CG PUSCH needs to take into account both latency and reliability as characterized by the PUSCH duration and the target code rate. 

Proposal 2: In case of UE-autonomous prioritization, study solutions to ensure reliable detection of the transmitted PUSCH when a DG PUSCH collides with a CG PUSCH. 

[bookmark: OLE_LINK29][bookmark: OLE_LINK30]Resource conflicts between CG and CG PUSCHs
For multiple CG configurations, one purpose is to support more opportunities for a data transmission within one period with a full repetition number. As shown in Figure 2, there can be four starting opportunities for a CG transmission with 4 repetitions within one period. For this purpose, there will be only one traffic transmission among the overlapped resource for each CG configuration depends on the data arriving time, which means there is no collision of different traffics on overlapped resource.
[image: cid:image002.png@01D4E48B.0E9E27E0]
Figure 2: Multiple CG configurations

Another purpose of multiple CG configurations is to support different traffic types transmitted on different CG configurations. From this purpose, it is better to configure non-overlapping resources for different CG configurations used for different traffic types. Even if there is resource overlapping among different CG configurations, the similar way as MAC handing for resource conflicts between DG and CG PUSCHs can be reused, and from PHY layer, there is only one CG transmission triggered by MAC layer, or when there are two CG transmissions with overlapped resource triggered by MAC layer, UE drops/stops the previous CG PUSCH and transmits the later one since the later one has higher priority if MAC decides to deliver a PDU to be transmitted on the later CG PUSCH.
Proposal 3: For a resource conflict between multiple CG PUSCHs, similar MAC handling method prioritization between a DG PUSCH and a CG PUSCH can be reused.

Conclusion
This contribution discussed the intra-UE multiplexing for resource conflicts between DG and CG PUSCH and conflicts involving multiple CGs. We have the following observation and proposals,
Observation: Prioritization between a DG PUSCH and a CG PUSCH needs to take into account both latency and reliability as characterized by the PUSCH duration and the target code rate.
Proposal 1: Prioritization between a DG and a CG is primarily handled by the MAC layer.
Proposal 2: In case of UE-autonomous prioritization, study solutions to ensure reliable detection of the transmitted PUSCH when a DG PUSCH collides with a CG PUSCH.
[bookmark: _GoBack]Proposal 3: For a resource conflict between multiple CG PUSCHs, similar MAC handling method prioritization between a DG PUSCH and a CG PUSCH can be reused.
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