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1. Introduction
In RAN1#96b meeting, Type II CSI feedback overhead reduction schemes were discussed along with Type II CSI feeback extension to RI=3, 4. Based on the discussions, following agreements were made for Type II CSI enhancements for MU-MIMO support [1].

Agreement
Table 1 of R1-1905629 is agreed for the support of UCI parameters for MU-CSI

Agreement 
On RI=3-4 extension:
· K0  setting: agree on supporting Alt1, i.e. total max # NZ coefficients across all layers ≤ 2K0 where the K0 value set for RI{1,2} 
· FD basis subset selection: agree on layer-specific subset selection
· Coefficient subset selection: agree on layer-specific subset selection

Agreement
SD basis subset selection is layer-common

Agreement
On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)

Agreement
Support L=6 for the following combinations of p and beta
· p value equals to 1/4, beta value equals to {1/4, ½, 3/4}
· p value equals to 1/2, beta value equals to 1/4
Above applies only for the case of 32 ports, rank 1 or 2, R=1
Note that the payload size for L=6 should not exceed that of Rel-15 type-2 codebook
The above feature is UE optional
FFS: Further specification support to relax UE processing complexity

Agreement
On “zero” in the reference amplitude value set, “zero” is removed and the associated code point is designated as “reserved”. 
· Note: “Reserved” implies that the associated code point is not used in reference amplitude reporting or, at least in Rel-16, any other purpose(s)

Agreement
On the value of N3 for (N3=NSB×R)>13:
· For Alt1: 
· Identify alternatives for padding schemes in RAN1#97 (Reno)
· Select one from the alternatives for padding scheme by RAN1#98 (Prague)

· For Alt2: 
· Identify alternatives in RAN1#97 (Reno)
· Select one from the alternatives by RAN1#98 (Prague)

Agreement
On the choice of oversampling factor O3, agree on O3=1
· The rotation factor q3 is therefore not needed
The previous working assumption on O3 is reverted

Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1. RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)

Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):Also consider possible restriction(s) on the use case for supporting the additional value(s) of L 
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 

Agreement

For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· 
Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· 

Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· 
Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))





Agreement

SD basis subset selection indicator is a -bit indicator.
Agreement
On FD basis subset selection indicator, the design will be chosen from the following alternatives in RAN1#97 (Reno):
· 

Alt5.1: FD basis subset selection indicator is per layer where it is a -bit indicator or -bit indicator or size-N3 bitmap, (i=0, 1, …, (RI-1))
· Alt5.2: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is either reported in UCI part 1 or fixed in specification or higher-layer configured, and the intermediate set in UCI part 2
· 
Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used
for each layer
· Alt5.3: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) selected from multiple higher-layer configured intermediate sets and the value of N3’ is indicated in UCI part 1 
· 
The 2nd step uses -bit indicator to indicate the FD basis used for each layer 
· Alt5.4: FD basis subset is selected as mod(Mi_initial + n,N3), n=0,1,..,Mi–1
· The subset selection is done per layer
· Alt5.5: The intermediate FD basis subset of size is higher layer configured per rank, and  is not reported in UCI part 1.
· 
FFS: FD basis subset of size  per rank
· 


The UE reports -bit bitmap or or  bit indicator to indicate the FD basis used for each layer 

· Alt5.6: Two-step FD basis subset selection where
· The 1st  (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is either fixed or higher-layer configured
· The FD basis in this intermediate set is reported either by N3-bit bitmap or  bit indicator
· 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
· Alt5.7: Two-step FD basis subset selection where
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is indicated in UCI part 1
· 
The FD basis in this intermediate set is the union of FD basis for all layers, and is reported bybit indicator
· The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer

· Alt5.8: 
· For RI > 2, two-step FD basis subset selection
· 
The 1st (intermediate) step uses an intermediate set of size-N3’ (N3’=) 
· Intermediate set is the union of FD basis for all layers, and is reported by size-N3 bitmap
·  The 2nd step uses size-N3’ bitmap to indicate the FD basis used for each layer
· For RI < 3, FD basis subset selection indicator is per layer where it is a size- N3 bitmap

Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 


2. Type II CSI feedback overhead reduction
As discussed in one of our previous contribution [2], the major overhead of Type II CSI feedback comes from sub-band reporting for phase and amplitude. For instance, for the case of rank=1 and L=2, as per [3], out of 142 total payload bits (assuming 10 sub-bands) in the feedback, 30 bits are allocated for sub-band amplitude reporting while 90 bits are used for sub-band phase reporting. In terms of percentage, for sub-band amplitude reporting, approximately 21% of overhead is assigned whereas this ratio goes up to 85% when both amplitude and phase reporting for sub-bands are considered. Hence DFT-based compression is essential to compress sub-band related information to reduce the feedback overhead associated with Rel.15 Type II CSI.
To understand how to introduce DFT-based compression techniques for CSI feedback overhead reduction, let us first look at the Type II CSI precoding vector generation (for a specific layer). Following [4], this can be given as,                                                                                                                                       
 (1)

Here,  captures precoding vectors for  frequency units (compression units) (as agreed in [5],  depends on ). Note that  denotes the number of available ports.  consists of  wideband spatial 2D-DFT beams. The matrix capturing the sub-band combination coefficients is represented in (1) by  
Now, with DFT-based compression, considering the channel impulse responses of spatial beams,  can be approximated using set of DFT basis vectors as follows
   
where is  the d-th DFT basis vector of u-th spatial beam and  captures complex combination coefficient corresponding to d-th DFT basis vector of u-th spatial beam. Number of DFT basis vectors associated with the u-th spatial beam is captured by . Note that, this is the general representation of  after DFT-based compression. As agreed in RAN1-AH-1901 [5], common set of DFT basis vectors for all 2L spatial beams needs to be selected and accordingly, (2) can be rewritten as,

Here () captures linear combination (LC) coefficients and as agreed in RAN1-AH-1901 [5], only size-K0 subset of 2LM coefficients in are reported. Note here that, reporting LC coefficients are informed to NW using a bit map.  () consists of selected M DFT vectors of frequency domain (FD) basis subset.
2.1 Determination of the value of N3 
In this section, we present our view regarding the determination of number of FD compression units, N3. In RAN1-AH-1901, following was agreed [5]:
[bookmark: _Hlk536009008]Values of : For   and NSB is # CQI subbands, when , 
Values of : For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96

· Alt1:  is smallest multiple of 2, 3, or 5 which is  
· Alt2:  is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5
Based on the discussions in RAN1#96, it was agreed to further investigate the value of  taking in to consideration as the evaluation baseline [1].
It is understood that setting  the smallest value of  (where ), greater than  is important for efficient implementation and computation purposes. Further, when it comes to communication over mmWave bands with larger bandwidths, selecting number of FD compression units,  this way will definitely be useful in hassle free implementations. In fact, in order to have a unified solution, we think setting  as the smallest value of  (where ), greater than  should be supported irrespective of whether the . 
Proposal 1
· Support number of FD compression units,  to satisfy smallest where  that is greater than  
There are two alternatives proposed to make  the smallest value of  which is greater than  when . In Alt1 extrapolation to the configured PMI sub bands (SBs) are proposed such that  will satisfy the smallest value of  which is greater than . The FD compression is performed to SBs after this extrapolation. The extrapolation can be achieved with zero-padding.
On the other hand, in Alt2, the configured PMI SBs are divided into two segments where each segment consists of a number of PMI SBs equal to the smallest  that is greater than or equal to , where . There is a possibility that these two segments have an overlapping part. In any case, the FD compression is applied to these two segments separately and two PMI reports, one for each segment, are fed back.
As can be understood, compared to Alt2, Alt1 is less complex and has minimum impact to the specifications. For an instance, as mentioned previously, there will be two PMI reports for two segments with Alt2. Hence, how to determine the size of FD basis subset, number of combination coefficients to report for each of these segments etc. need to be carefully addressed in the specification. Further, feedback overhead associated with Alt2 can be higher compared to Alt1 since there can be some overlapping portion for these two segments. 
Observation 1
· Segmenting PMI SBs in to two parts may bring additional complexity and higher specification impact compared to extrapolation of PMI SBs to achieve  the smallest value of  (where  that is greater than 
Proposal 2
· Consider extrapolation of PMI SBs to achieve  the smallest value of  (where )  that is greater than 
3. Extension of Type II CSI Feedback to Rank >2  
In addition to specifying overhead reduction schemes for Type II CSI feedback, extension of Type II CSI to rank > 2 is also identified as an objective of NR Rel. 16 MU-MIMO enhancements. In RAN1#96, discussions on how to extend Type II CSI feedback scheme along with proposed overhead reduction approaches to RI = 3, 4 were initiated. During RAN1#96b, further discussions were carried on higher rank extension of Type II CSI feedback scheme. Subsequently, we present our view on certain aspects to be discussed in the upcoming RAN1#97 regarding Type II CSI extension to RI = 3, 4.
3.1 Determination of the SD/FD basis parameters (L, p)
Regarding the determination of spatial domain (SD)/FD basis parameters (L, p) for RI{3,4}, following alternatives were agreed in [1] for down selecting in RAN1#97:
On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from [6])

As we pointed out in [7] as well, allowing both L and p to vary across layers would be better since different layers can experience different propagation characteristics. In particular, when layer number is high, i.e. 3, 4, usually there will be more delay taps involved in the directional channels. This necessitates to have more DFT vectors in the FD basis subsets of layers 3, 4 compared to that of layers 1, 2.  

Out of the 3 three proposed alternatives, Alt6E allows p to vary across layers while keeping L fixed. As per our view, this solution can be more robust and can provide better performance as pointed out previously as well due to the specific propagation characteristics inherent to different layers.

Proposal 3
· Consider Alt6E, RI-common/Layer-common L and layer specific p, for SD/FD basis parameters

3.2 The scheme for indicating the number of NZ coefficients (NZC)
Following alternatives were agreed in [1] regarding the indication of the number of NZC:
· Alt1.1 RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)

As agreed in [1], the total number of NZC across all layers should be less than or equal to 2K0. Since this constraint is not layer-specific, it provides the flexibility for UE to assign the NZC across all layers as required based on propagation characteristics. Further, as per our understanding, reporting number of NZC per layer occupies more overhead than reporting total NZC across layers. That is because, for each layer, there needs to be a bitwidth allocated for reporting number of NZC. Based on how NZC are allocated between layers (whether there is any constraint on number of bits allocated to a particular layer), the bitwidth can go up to  (worst case where all the NZC are allocated to a single layer).

Further, reporting per-layer number of NZCs may bring additional implementation complexities. Especially if RI is not reported, for implicit reporting of rank, the implementation of per-layer number of NZC reporting needs to consider RI=4 case even if the actual rank is smaller than that, i.e. if RI=3, layer 4 will be reported with zero NZC. Hence, in order to have a simple implementation for number of NZC reporting and also to make sure less burden on the UCI overhead, we prefer reporting total number of NZC across layers.
Observation 2
· Per-layer number of NZC reporting occupies more overhead compared to that of reporting total number of NZC across layers. Further, per-layer number of NZC reporting may require additional implementation complexity as well  
Proposal 4
· Consider Alt1.1 and/or Alt1.3 which report number of NZCs across layers
3.3 Determining the number of NZC per layer
There were two alternatives agreed in [1] on how to determine the number of NZCs per layer. They are,
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
As per our view, there should be enough flexibility at the UE to decide how to allocate NZCs per layer. Since NW does not have any idea about the propagation channel, having restriction on number of NZCs per layer in addition to the constraint on total number of NZCs can affect achievable performance in a negative way. 
On the other hand, if there is no such constraint on per-layer number of NZCs, there is a possibility for highly unequal NZC allocation across layers. Intuitively it is understood that, for RI=4, layers 3, 4 may have a larger size FD basis compared to that of layers 1, 2. As a result, effective NZCs will be higher for layers 3, 4 compared to layers 1, 2. However, layers 1, 2 will carry more energy (corresponding to larger eigen values) compared to layers 3, 4. Hence, dropping a NZC from layers 1, 2 costs more compared to that from layers 3, 4. Based on these observations, it is better to have a constraint on number of NZCs per layer such that it is ensured that not few layers (especially layers 3, 4) are allocated with most of the NZCs while there is some flexibility for the UE to determine how to allocate number of NZCs for each layer.


Observation 3
· It is better to provide some flexibility for the UE to decide on how to allocate number of NZC between layers.  However, it is important not to allocate all the assigned number of NZC to few layers.     
Proposal 5
· 
Consider Alt1 which proposes to restrict number of NZCs per-layer to K0 while having the total number of NZCs satisfying the constraint, 
3.4 Bitmap design for RI = 3, 4
Bitmap design for RI=3, 4 is another important aspect for higher rank extension of Type II CSI. Following alternatives were agreed for bitmap design to be downselected in RAN1#97 (Reno) meeting. In addition, it was agreed to consider possible restriction(s) on the use case for supporting the additional value(s) of L 
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 

In order to achieve better performance with Type II CSI extended to RI=3, 4, reporting all the necessary coefficients of each layer is important. Let us look at example to compare between these alternatives. Considering RI=4, for Alt2.1, the total bitmap overhead is calculated as, . For Alt2.2, there are two bitmaps, 1) a joint bitmap capturing NZC corresponding to all layers, and 2) additional bitmap specifying which layers have NZC. Now, the size of the join bitmap needs to satisfy the following, . For achieving overhead savings over Alt2.1, the additional bitmap size in Alt2.2 needs to be smaller than, . 

Since, ‘1’ in joint bitmap only tells the existence of an non zero coefficient for one or more layers, the additional bitmap needs to capture one out of 16 different possibilities (when RI=4) to tell exactly which layer(s) have NZCs. Of course, number of combinations reduce when a particular layer does not have any entry after some point in joint bitmap, i.e. if  and =7, from column number 5 in the joint bitmap, only 8 combinations need to be considered. However, this comes with some additional implementation complexity. If we look at the worst case where, the joint bitmap has ‘1’s everywhere (this is probable since joint bitmap represents NZC of all layers) then the overhead of additional bitmap will be larger than . It is also worth remarking here that, ‘0’ in joint bitmap means there is no layer(s) with NZC. However, how to represent this in the additional bitmap needs to be carefully considered. Overhead analysis for Alt2.3 can be done following a similar argument.

Hence, as per our view, Alt2.1 which proposes reporting 2LMi bits per layer, i=0, 1, …, (RI-1) considering both polarizations should be considered for bitmap design of RI=3, 4. This does not consider complex design aspects and hence easy to implement as well. Further, Alt2.1 aligns with RI=1, 2 bitmap design as well.
 
Proposal 6
· Consider Alt2.1, 2LMi bits per layer, i=0, 1, …, (RI-1) as bitmap design for RI=3, 4


3.5 Design for FD basis subset selection indicator
Another aspect to be finalized in RAN1 meeting #97 is the design for FD basis subset selection indicator. As per [1], there are 8 alternatives suggested in RAN1 meeting 96b to be down selected. Proposed alternatives can basically be divided in to two main categories, 1) one-step schemes, and 2) two-step schemes. Compared to one-step schemes, two-step schemes always select FD basis subset of each layer from an intermediate subset. In particular, this intermediate subset is reported to the NW in UCI part 1. Apart from two-step schemes, one-step scheme Alt5.5 also considers intermediate subset for FD basis subset selection for each layer. However, rather than reporting the intermediate subset in UCI, Alt5.5 proposes intermediate subset to be fully configured/defined by the NW. Interestingly, by observing the distribution of the selected DFT basis vectors of each layer, Alt5.5 proposes a way to identify , the index of the initial DFT basis vector of the intermediate set based on the configured intermediate subset size, .  
[bookmark: _Hlk7448874]Let us first look at the necessity of an intermediate subset. In fact, we think that it is important to consider an intermediate subset for selecting FD basis subset of each layer. This is because, it is highly probable that different layers can observe similar scattering geometry. As a result, the union of FD bases of individual layers might not be equivalent to the full DFT basis. Under such situations, feedback overhead can be reduced by reporting FD bases of each layer considering an intermediate subset. For instance, let us consider RI=4,  and  where . Further, let us assume union of FD bases of individual layers can be captured by  If an intermediate subset is not considered, bits is required for single layer FD basis reporting while total of 40 bits of overhead is occupied in UCI for reporting FD bases of all the layers. However, when an intermediate subset is considered, using bits, FD basis of a single layer can be reported while only 24 bits is required to report FD bases of all layers. In addition, some overhead is occupied for intermediate subset reporting. 
Observation 4
· Since union of FD bases of individual layers may not be equivalent to the entire DFT basis, overhead reduction can be achieved if FD basis subset for individual layers are selected from an intermediate subset of DFT basis vectors
[bookmark: _Hlk7448533][bookmark: _Hlk7446002][bookmark: _Hlk7448835]However, if  is similar to  there may not be much overhead reduction by considering intermediate subset and overhead can be even larger compared to considering full DFT basis. This is because, UE has to report intermediate subset also to the NW which again occupies some overhead. To that end, as proposed in Alt5.5, full configuration of the intermediate subset by the NW will be important. As a result, overhead associated with reporting intermediate subset can be saved. On the other hand, Alt5.5 assumes NW has some knowledge of user channel propagation characteristics. This assumption can sometimes overlook the actual channel propagation characteristics leading to over or under estimate the actual channels. In order not to under estimate, it may be important to configure size of the intermediate subset little larger. 
Observation 5
· Overhead associated with reporting intermediate subset can be an additional burden especially when  is comparable to . On the other hand, if intermediate subset is fully configured by the NW, union of FD bases of individual layers may not be captured all the time
Proposal 7
· It is better to further investigate achievable performance considering intermediate subset with intermediate subset is explicitly reported vs intermediate subset configured by the NW
3.6 Reporting of and BSI   
As captured in [6],  allows UE to select a smaller FD basis size for i-th layer than what is configured by the gNB with . On the other hand, if the assigned  is not sufficient, UE can make use of basis sufficiency indicator (BSI) to inform that to the gNB.  As per our view, reporting both  and BSI are important. In fact, if we look at the underlying reason why these needs to be reported, as per our understanding they both pointing to the same source. That is, the gNB is configuring the FD basis size,  without having any clue about the propagation channel of the user. The gNB may over or under predict what is going to be the propagation channel. However, once UE learns about the channel, there needs to be some flexibility for the UE to at least partially correct the issue (if there is any). If the assigned  by the gNB is large, UE can report  and achieve some overhead reduction gains. On the other hand, if assigned  is not sufficient, UE should be able to report this to the gNB so that the gNB can take necessary actions to compensate for the issue. We believe this can have positive impact on the achievable performance since discarding some essential frequency dimensions carrying considerable energy is not appropriate.   

However, it is important to take in to consideration 2K0 restriction on total number of NZC especially with BSI. That is because, in case if gNB decides to allocate larger  for i-th layer, NZC allocation for all the layers may have to revisit.

Proposal 8
· Consider reporting both and BSI   
4. Summary
In this contribution, we discuss the potential solutions to be considered when determining number of FD compression units  and how to determine SD/FD basis parameters (L, p) when Type II CSI feedback is extended to RI =3, 4. Further, we discuss in detail, different options that can be considered to report number of NZCs and how to assign NZCs across layers. In addition, based on some recent E-mail discussions, we have captured our view on how to indicate FD basis subset and the importance of having M’ and BSI indicators in UCI. 
Proposal 1
· [bookmark: _GoBack]Support number of FD compression units,  to satisfy smallest where  that is greater than  
Observation 1
· Segmenting PMI SBs in to two parts may bring additional complexity and higher specification impact compared to extrapolation of PMI SBs to achieve  the smallest value of  where   that is greater than 
Proposal 2
· Consider extrapolation of PMI SBs to achieve  the smallest value of  where   that is greater than  
Proposal 3
· Consider Alt6E, RI-common/Layer-common L and layer specific p, for SD/FD basis parameters
Observation 2
· Per-layer number of NZC reporting occupies more overhead compared to that of reporting total number of NZC across layers. Further, per-layer number of NZC reporting may require additional implementation complexity as well  
Proposal 4
· Consider Alt1.1 and/or Alt1.3 which report number of NZCs across layers
Observation 3
· It is better to provide some flexibility for the UE to decide how to allocate number of NZCs between layers.  However, it is important not to allocate all the assigned number of NZCs to few layers.     


Proposal 5
· 
Consider Alt1 which proposes to restrict number of NZCs per-layer to K0 while having the total number of NZCs satisfying the constraint, 
Proposal 6
· Consider Alt2.1, 2LMi bits per layer, i=0, 1, …, (RI-1) as bitmap design for RI=3, 4
Observation 4
· Since union of FD bases of individual layers may not be equivalent to the DFT basis, overhead reduction can be achieved if FD basis subset for individual layers are selected from an intermediate subset of DFT basis vectors
Observation 5
· Overhead associated with reporting intermediate subset can be an additional burden especially when  is comparable to . On the other hand, if intermediate subset is fully configured by the NW, union of FD bases of individual layers may not be captured all the time
Proposal 7
· It is better to further investigate achievable performance considering intermediate subset with intermediate subset is explicitly reported vs intermediate subset configured by the NW
Proposal 8
· Consider reporting both and BSI   
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