
3GPP TSG RAN WG1#97
                                              R1-1906158
Reno, USA, 13th – 17th May, 2019
Source:
vivo
Title:
Discussion on remaining issues of MU CSI enhancement
Agenda Item:
7.2.8.1
Document for:
Discussion and Decision

1. Introduction

Further agreements were made in RAN1 #96bis on DFT based type II CSI compression including support for rank 3 and 4. In this contribution, we discuss some of the remaining issues with relevant evaluations in [2][3][4]. 
2. Discussion 
2.1 FD Basis subset selection schemes
Several alternatives on FD basis subset selection were agreed in RAN1#96bis, they can be grouped into two main categories, 1) one-step approach and 2) two-step approach. In one-step approach, there are two variants of free selection of FD basis and fixed selection of FD basis. For two-step approach, different alternatives vary on whether the intermediate subset is higher layer configured, UE reported or fixed in spec and whether the intermediate set is freely selected, rank common etc.

Below we analyze the characteristic of the DFT vectors with a snapshot of 2 dimensional distribution.
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Figure 1: An illustration of 4 strongest DFT vector indexes per beam of one UE
From the figure 1, it can be observed that the strong coefficients are mainly distributed in two regions. In Figure 2, we show the probabilities of 6 strongest DFT vector indexes of 13 orthogonal DFT vectors. Due to the circular property of DFT matrix, we observe that the most energy is around low frequency components. If we concentrate on the 6 strongest DFT vectors, they are mainly in the subset of DFT vector {0, 1, 2, 3, 10, 11, 12}. 
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Figure 2: Probabilities of 6 strongest DFT vector indexes of 13 orthogonal DFT vectors
In [2], we evaluate three different DFT basis selection schemes, 1) one step approach with free selection; 2) two step approach with window selection of intermediate subset; 3) two step approach with free selection of intermediate subset. We observe that performance of all three alternatives are almost similar however with less overhead for alternatives 2 and 3. 
Proposal1: two step approach of FD basis selection is supported, either with window based selection or free selection of intermediate FD basis set.
2.2 L, p parameters setting for rank>2
Out of several alternatives following 3 alternatives were down selected for L, p parameters setting in RAN1#96bis.

Agreement

 On RI=3-4 extension:

· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 

· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)

In [3], we evaluate different alternatives and compare performance vs overhead. For all remaining alternatives, L value is rank and layer common; the parameter p is rank and layer specific in alt 6E where as it is rank and layer common in alt 3C, and rank and layer group common in alt 2B. From the complexity point of view, alt 6E is most complex and alt 3C is the simplest, and alt 2B strikes balance between alt 6E and alt 3C in terms of complexity and flexibility. Alt3C and alt 2B are special cases of alt 6E. From the evaluation results in [3], it is observed that alt3C provides performance gain in all cases simulated with similar overhead.
Proposal2: for L, p parameters setting for rank>2, support alt3C from RAN1#96bis.
2.3 On reporting of M’
For large N3 the value of M can be large which may not bring performance gain but increase the overhead. UE reporting of smaller value of M compared to gNB configured value should also be supported on one hand to save overhead and on the other hand to fit the CSI payload in the PUSCH resource. One can argue that the number of reported non-zero coefficients can be smaller than or equal to K0 which can handle the size of CSI payload. However if M value is too large bitmap of 2LM also becomes too large, especially for RI>1 the overhead of bitmaps to indicate non-zero coefficient indices becomes significant. For example, L=4 and p=1/2, N3/R=18 then M=9, bitmap for non-zero coefficients per layer 2LM=72 bits, for RI=2 which becomes 144bits. To further reduce the overhead, for example UE reports 1 bit where one state indicating the reported value is same as configured p value and the other state indicating reported value is smaller than configured value (e.g. 1/2).

The UE knows the total number of bits which can be carried in given PUSCH resource from gNB configured beta_offset and MCS, and for example, rank1 and rank2 payload is also known from the configured L, p values thus the UE knows whether payload for rank2 can fit into the scheduled PUSCH resource. In such case, the UE calculates PMI and CQI for rank 1 based selected NZC, and for rank 2, the UE calculates PMI and CQI based on M’ and selected NZC. It is noted that the UE calculates CQI once for each rank.
In [4], we evaluate two cases and compare the performance for given parameters beta and p, 

case1: the UCI part 2 payload is controlled by reported NNZC only
case2: the UCI part 2 payload is controlled by reported NNZC and M’

From the evaluation results [4], we have following observation:
Observation: 

· The overhead of parameter combination of (beta = 0.5, M = 4) is smaller than that of (beta = 0.25, M = 7) without applying restriction of NNZC<=2K0.
· The performance of beta = 0.5 and M = 4 is slightly better than that of beta = 0.25 and M = 7.
· M = 7 with 2K0 = 17 and M = 4 with 2K0 = 24 provides similar balance between overhead and performance for L = 2.

· The performance of M = 7 with 2K0 = 9 is worse than that of M = 4 with 2K0 = 16 for L = 2.
Some companies raised concerns in email discussion whether there is UE complexity involved, or how does UE determine when/how to adapt M’ etc. As we explained in the subsequent emails, we express our views again below.
In Rel-15 type II CSI, CSI omission rule is such that the PMI is prioritized on odd/even subbands, the UE fills the UCI part 1 first then wideband CSI in UCI part 2 then PMI of odd subbands then PMI of even subbands until it fits in the allocated resource, if the scheduled resource is not sufficient then the UE autonomously removes lowest priority CSI. The gNB has knowledge of the discarded CSI from the allocated resource and coding rate. However, in Rel-16 DFT based CSI compression, there are no odd/even subbands, and the number NZC are reported in UCI part 1 and exact locations are indicated by bitmap in UCI part 2, thus how to omit CSI in the case of when the scheduled resource is not sufficient is an issue. Since, payload discrepancy between rank=1 and rank>1 could still be significant after DFT compression. One way is simply by lowering reported NNZC in UCI part 1 which subsequently reduces the overhead of UCI part 2 however performance is not guaranteed. The number of FD basis components cannot be adjusted autonomously by the UE, the bitmap in UCI part 2 is closely related to the positions of the NZC, thus it cannot be scaled by the UE without gNB knowledge. In this sense, the only way to ensure performance for CSI payload adjustment is through balance in M’ and NNZC. The concerns raised on M’ reporting equally applies for NNZC reporting; how does UE select the NNZC and/or scales the total number or omits CSI is also up to UE. And, the reasonable UE would make better choice of CSI feedback to ensure better performance. The UE selects FD basis based on energy and it is true that the selected FD basis may have few NZC but its contribution is higher, the idea here is to select M’ and NNZC for same payload with better performance. And, for Rel-16 DFT based CSI compression, all the necessary components are already derived by the UE, so whether to adjust NNZC only or M’ together for better performance, the UE is in the best position to decide. There is no need to calculate CQI twice, UE knows the energy of each FD basis thus it can decide on which one to remove.
Hence, from the simulation results we provided [4] and the UE behavior point of view M’ reporting together with NNZC reporting provides performance gain.
Proposal3: reporting of smaller than or equal to configured M value in UCI part 1 is supported.
2.4 On NNZC reporting
Following alternatives for number of non-zero coefficients reporting were agreed in RAN1#96bis, and one of them will be chosen in RAN1#97. 
Agreement

The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}

· Alt1.3: RI + differential of # NZC summed across layers 

· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)

· Alt1.4: RI + per-layer differential # NZC 

· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)

The motivation of alternatives 1.3 and 1.4 is to save overhead of NNZC reporting, for example the granularity of NNZC reporting is 2 would save 1 bit overhead per layer in alt 1.4. However, there may be some performance degradation due to inaccurate reporting of NNZC. Alt 1.1 is a straight forward and clean solution where RI is reported together with corresponding NNZC across layers. In our view, reporting of NNZC value “0” is not needed, further overhead saving can be achieved if the difference of configured value (2K0) and actual NNZC value (K1) is reported, i.e. the UE reports the value (2K0 - K1). If the gNB configured parameters are suitable then the value of (2K0 - K1) should not be big, for example if the value of (2K0 - K1) is less than 8 then 3 bits indication is sufficient, in other words reporting of very small values of NNZC are not useful.
Proposal4: alt1.1 is supported, potential further overhead reduction may be achieved by reporting the difference between configured value and actual NNZC, e.g. (2K0 - K1)
2.5 On bitmap design for RI=3-4
Following alternatives were agreed in RAN1#96bis, and one of them will be selected in RAN1#97.
Agreement

For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   

· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)

· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 

Alt2.1 is straight forward extension of RI=2, which of course add more overhead compared to RI=2. 

In Alt2.2, the size of bitmap 2 depends on the non-zero components in bitmap 1, and the size of bitmap 2 is reported in UCI part 1. It is not clear whether there is real overhead saving, in some cases it might even increase the overhead. 
Alt2.2B is similar to Alt2.2 except the bitmap 1 is reported per layer, the size of bitmap 2 is reported in UCI part. Similar to Alt2.2, in some cases it might even increase the overhead.

In Alt2.3, it is proposed to indicate the weaker polarization in UCI part 1, and the actual bitmap size could be 2LMi or LMi. However, it has been discussed intensively in quantization while deciding “0” alphabet for amplitude. It was clear that the percentage of one polarization is significantly weaker than other is very low. It is not worth optimizing for such a corner case.
Proposal5: support alt2.1, i.e. the bitmap sizes of 2LMi bits per layer are reported for rank 3-4, 
2.6 On SCI indication

Following alternatives on SCI indication were agreed in RAN1#96bis with aim of choosing one in RAN1#97.
Agreement

For RI=1, strongest coefficient indicator (SCI) is a 
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 -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a 
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· Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a 
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· Alt3.3: Per-layer SCI, where SCIi is a 
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· Alt3.4: Per-layer SCI, where SCIi is a 
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In alt 3.4, where the size of per layer SCIi is 
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, which saves overhead in terms of SCI payload however it may increase the payload for FD basis indication or some cyclic shift information may be needed. In this sense, we are not sure yet whether total payload can be saved. In alt 3.3 per layer SCIi with 
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has largest overhead and we are not sure how does 
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without other information work. In conjunction with NNZC reporting in section 2.4 we have following proposal:

Proposal6: support alt 3.2, Per-layer SCI, where SCIi is a 
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2.7 On per layer NNZC 
Following alternatives were agreed in RAN1#96bis,
Agreement

On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI({1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):

· Alt0. KNZ,i is unrestricted as long as 
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· Alt1. KNZ,i≤K0 as long as 

In our view, as long as the condition of 
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 is met it is up to UE to distribute the NZ coefficient on different layers, the UE has better knowledge of channel. Thus we support alt 0.
Proposal7: support unrestricted KNZ,i per layer as long as 
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3. Conclusions
In this contribution we discussed different aspects of Type II CSI feedback compression, based on our analysis and evaluation results [2][3][4] we have following proposals:
Proposal1: two step approach of FD basis selection is supported, either with window based selection or free selection of intermediate FD basis set.
Proposal2: for L, p parameters setting for rank>2, support alt3C from RAN1#96bis.
Proposal3: reporting of smaller than or equal to configured M value in UCI part 1 is supported.
Proposal4: alt1.1 is supported, potential further overhead reduction may be achieved by reporting the difference between configured value and actual NNZC, e.g. (2K0 - K1)

Proposal5: support alt2.1, i.e. the bitmap sizes of 2LMi bits per layer are reported for rank 3-4, 
Proposal6: support alt 3.2, Per-layer SCI, where SCIi is a 
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Proposal7: support unrestricted KNZ,i per layer as long as 
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