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1	Introduction
The URLLC L1 work item was approved in RAN#83 [1]. PDCCH enhancements are one of the objectives in the WID and noted as:
· Specification of PDCCH enhancements [RAN1]
· DCI format(s) with configurable sizes for some fields, with a minimum DCI size targeting a reduction of 10~16 bits relative to Rel-15 DCI format 0_0/1_0 and a maximum DCI size that can be larger than Rel-15 DCI format 0_0/1_0, and provide the possibility to align with the size of the DCI format 0_0/1_0 (including possible zero padding if any) 
· Increased PDCCH monitoring capability on at least the maximum number of non-overlapped CCEs per slot for channel estimation for at least one SCS subject to restrictions including, but not necessary limited to, those identified in TR 38.824. Enhancements for PDCCH monitoring capability on the maximum number of monitored PDCCH candidates per slot (with potential restrictions) can be further considered.

In Sec. 2 we discuss DCI format(s) with configurable sizes for some fields for scheduling URLLC traffic according to the first objective note above. In Sec. 3 we discuss the second PDCCH enhancements objective of increased PDCCH monitoring capability. 
[bookmark: _GoBack]2	DCI scheduling URLLC traffic
DCI formats with configurable sizes for some fields are considered in the PDCCH enhancements. Further, the lower bound of the new size is targeted at a reduction of 10-16 bits relative to Rel-15 fallback DCI formats. In this contribution, we start from Rel-15 non-fallback DCI formats and discuss potential size reduction of the existing fields. Size of the new DCI is calculated and compared to Rel-15 fallback DCI to see if the target can be achieved.  
In RAN1 #96 the following agreements were made:
Agreements: ​
For the DCI format scheduling Rel-16 NR URLLC, ​
· Support potential reduction of the number of bits for at least one of the following fields compared to Rel-15 DCI ​
· Frequency domain resource assignment​
· Time domain resource assignment​
· Modulation and coding scheme​
· HARQ process number​
· Redundancy version ​
· PUCCH resource indicator​
· PDSCH-to-HARQ feedback timing indicator​
· Downlink assignment index​
· Note: Reduction of other fields are not precluded ​
Note: The DCI format may be impacted by other objectives in this study item and/or the following work item, e.g. PDCCH repetition mechanism and/or UCI enhancement, or may be impacted by objectives in other study item and/or work item, e.g. multi-TRP transmission from Rel-16 work item​

As a starting point we discuss the potential of those fields listed in the agreements and provide our opinion for the size reduction, and the DCI format enhancements by configuration. 
[bookmark: _Toc415085486][bookmark: _Toc503902285]Frequency domain resource allocation (FDRA):
In Rel-15, two types of frequency domain resource allocation are specified, RA type 0 (i.e. using bitmap indication) and RA type 1 (i.e. starting symbol with length indication). The RA type 0 is based on granularity of RBG while type 1 is based on granularity of RB. To compress the field bitwidth for FDRA, coarser granularity can be considered because for URLLC transmission usually lower MCS is needed to meet the reliability requirement and shorter duration is needed to meet the latency requirement, and thus larger chunks of frequency domain resources are scheduled so the transmission is completed within tight latency requirement.  

For RA type 0, a multiplier K could be introduced in RRC signalling, and based on the multiplier the granularity of bitmap indication is expressed in multiple of RBGs. In this way, the field bitwidth is compressed by a factor of 1/K resulting in a reduction of the FDRA overhead by K. The absolute number of bits saved depends on the multiplier K configured in RRC signalling, the size of working bandwidth part and the RBG configuration type (applicable to both configuration 1 and 2).  Alternatively, additional FDRA configurations (e.g. configuration 3, 4,…) could be considered but then again, it will be up to 3GPP to define the exact size of the related RBG size for each of the potential additional configuration whereas a configurable multiplication factor K allows the gNB to balance the trade-off between FDRA granularity and the related DCI overhead directly by gNB configuration. The related number of bits for the Rel-15 type 0 as well as the additional savings by using a multiplication factor K are shown in Table 2-1 below. As can be seen, for smaller BWP sizes using Rel-15 type 0 with configuration 2 will already reduce the DCI payload size compared to the fallback DCI applying RA type 1 (e.g. 4 and 6 bits saving for 52 & 106 PRBs, respectively). A further DCI field size reduction is then possible using the multiplication factor.   

Table 2-1: Required number of FDRA bits for Type 0 RA compared to fallback DCI
	BWP size (RB)
	52 RBs
	106 RBs
	264 RBs

	Type 1 in Rel15 (fallback DCI)
	11 bits
	13 bits
	16 bits

	Type 0, Config. 1 – Rel-15 
	13 bits
	14 bits
	17 bits

	Type 0, Config. 2 – Rel-15 
	7 bits
	7 bits
	17 bits

	Type 0, Config. 1 – K=2
	7 bits
	7 bits
	9 bits 

	Type 0, Config. 2 – K=2
	4 bits
	4 bits
	9 bits 

	Type 0, Config. 1 – K=4
	4 bits
	4 bits
	5 bits 

	Type 0, Config. 2 – K=4 
	2 bits
	2 bits
	5 bits 




Proposal 2-1: Introduce a configurable multiplier to the RBG size for resource allocation type 0 to enable a configurable DCI field size reduction of the frequency domain resource allocation. 

For the starting symbol with length indication type, RA type 1, coarser granularity in multiple of RB or RBG can also be applied to the length indication to compress the bitwidth. In addition, there was a proposal to keep the starting symbol indicated in RB or at least with finer granularity compared to the length indication, in order to enable better f-domain multiplexing of already scheduled longer eMBB PDSCH/PUSCH with later assigned URLLC PDSCH/PUSCH. Overall, we think that a coarser starting point and length granularity for RA type 1 is clearly feasible but some further details on the configurable granularity for start/length will still need to be discussed. Looking at the issue of multiplexing, one option would be to enable to configure the starting point and length granularity independently to keep the flexibility for the gNB to operate in different conditions with multiplexing assumptions (i.e. URLLC only / mix of URLLC and eMBB traffic. In Table 2-2 below we show the required number of bits for RA type 1 assuming a starting & length granularity of 2, 4, 8 and 16 PRBs. Considering the step size as a type of RBG definition for RA Type 1, the required number of bits is therefore given by [image: ]. 

Table 2-2: Required number of FDRA bits for Type 1 RA with increased step size
	BWP size (RB)
	52 PRBs
	106 PRBs
	264 PRBs

	Type 1 in Rel15 (fallback DCI)
	11 bits
	13 bits
	16 bits

	Type 1 with a stepsize=4
	7 bits
	9 bits
	12 bits

	Type 1 with a stepsize=8
	6 bits
	7 bits
	10 bits

	Type 1 with a stepsize=16
	2 bits
	5 bits
	8 bits




Proposal 2-2: Support a configurable coarser starting point and length indication granularity for RA type 1 for URLLC scheduling. Details including separate configurability for start / length are FFS. 
Time domain resource assignment​:
In Rel-15, for time domain resource allocation of PDSCH, DCI shall indicate an index to a UE-specific table from which time domain parameters K0, starting symbol and length as well as the mapping type are identified. The UE specific table is configured by RRC signaling and consists of up to 16 rows. 
The size of the TDRA field in the fallback DCIs (format 0_0 & 1_0) is fixed to 4 bit per specification, whereas for the configurable (non-fallback) DCIs the TDRA field size is already variable based on the UE specific table configuration (0-4bits). Therefore, we think that this flexibility given by the non-fallback DCI is already sufficient and can be directly reused for the DCI scheduling URLLC. 
Observation 2-1: The flexibility of the Rel-15 non-fallback DCIs to reduce the TDRA field size by configuration could be directly reused for the URLLC scheduling.    
As discussed by several companies during the SI phase already, the starting symbol value S for PDSCH URLLC application could be redefined to change the reference point from slot boundary to the start of the scheduling PDCCH transmission, as especially for URLLC scheduling having the DL assignment transmitted much in advance of the PDSCH seems against the logic of low latency communication. Therefore, only a smaller number of states of S will be needed in the TDRA table compared to the case of having the reference at the slot boundary. Looking at the supported PDSCH mapping types in Table 5.1.2.1-1 of TS 38124, clearly PDSCH mapping Type A would be better fitting to the changed reference timing definition but the restriction of not allowing L<3 could be revisited accordingly (i.e. L=2 should be supported).
Proposal 2-3: The reference point for the starting symbol of TDRA for PDSCH can be the start of the PDCCH transmission. Modifications to PDSCH mapping types (e.g. L=2 for Type A) are FFS. 
Modulation and coding scheme​:
As for URLLC transmission the link adaption algorithm is usually designed conservative to guarantee the reliability requirement, less entries in the MCS table may be needed for URLLC compared to eMBB transmission. There was a proposal to use the lowest 8 entries for URLLC transmission to reduce the size of the MCS field to 3bits, however this hard reduction overlooks the possibility that UE might be in a good channel condition and could use the opportunity to transmit with higher MCS. One way to enhance the proposal, compress the MCS field while keep the possibility to schedule UE to transmit within a wide range of channel conditions without losing performance, is to add an anchoring index combined with 4 (2bit), 8 (3bit) or 16 (4bit) continuous entires within the MCS table.

[image: ]
Figure 2-1: The anchoring index and 8 continuous entries in MCS table.

As shown in Fig. 2-1, the anchoring index is RRC configured for the UE and could be any entry in the legacy MCS table. The 8 continuous MCS entries in the example of Figure 1 starting from the anchoring index are signalled with 3 bits in DCI and represent the deviation from the anchoring index. Together with the anchor index, the gNB may configure the number of bits in the DCI field to define the number of different MCS entries which can be dynamically signalled in the DCI (0-4 bits).  If the URLLC UE stays within a stable environment and the gNB would not need the option of link adaptation, in principle 0bits for MCS in the DCI could be configured and the anchoring index could directly give the applicable MCS for all UL-SCH & DL-SCH communication leading bits saving up to 5 bits compared to fallback DCI. 

Another alternative discussed already during the Rel-15 discussions would be to make the MCS table size as well as the related MCS entries fully configurable. This enables any combination of MCS entries, including the possibility of having the entries non-continuous and spread over a larger range of MCS values. This may be especially of interest, if the same DCI is used to schedule eMBB and URLLC traffic for a single UE and therefore a different range of MCS entries may be required for the eMBB and URLLC operation. This option will clearly have a larger RRC signalling overhead (as the table needs to be configured) but will provide some more flexibility than the anchor approach above.    

Proposal 2-4: Support a configurable size for the MCS field in the scheduling DCI. Details on the MCS signalling definition are FFS. 

HARQ process number​: ​
To guarantee the high reliability requirement within tight latency requirement of URLLC transmission, gNB scheduling is usually quite conservative and HARQ transmission rarely happens. Moreover, within the tight latency bound there may not be even the option to perform extensive HARQ retransmissions and a lower number of HARQ processes may be sufficient. As already for the case for Rel-15 SPS and CG, the number of applicable HARQ processes for operation could be also higher layer configured for dynamically scheduled PDSCH/PUSCH operation. The number of HARQ processes could then determine the bit field size in the DCI.  

Proposal 2-5: Support a configurable number of HARQ processes for dynamically scheduled PUSCH/PDSCH operation (similarly as already supported for Rel-15 SPS / CG), which determines the field size of the HARQ process number. 

Redundancy version: ​
Clearly, the latency will reduce the possible HARQ-retransmission possibilities for URLLC and for certain latency targets the communication will need to fully rely on single shot transmissions. Therefore, there may not be a need to dynamically indicate the applicable RV with 2bits in the DCI (and may even not be needed at all). Moreover, for very low spectral efficiency /MCS operation (typical for highly reliable transmissions), the gain of incremental redundancy will be very much limited. But again, if the same DCI is to be used for URLLC and eMBB operation of a single UE, the RV flexibility may still be required. Therefore, a configurable size of the RV field (0/1/2bits) in the scheduled DCI is suggested. In case of no RV indication in the DCI RV0 is to be applied (supporting only chase combining) and for 1bit RV redundancy versions {0, 3} are suggested to be used. 

Proposal 2-6: Support a configurable redundancy version field size of 0, 1 or 2 bits. In case of 0-bit RV indication RV0 is to be applied, and in case of 1-bit RV either RV0 or RV3 is to be dynamically indicated.

PUCCH resource indicator​, PDSCH-to-HARQ_feedback timing indicator​, and downlink assignment index​:

These fields had been identified during RAN1#96 for potential size reduction. Although we agree that potentially some bits could be shaved off here, we would like to note that we currently discuss UCI enhancements (i.e. more than one HARQ-Ack reporting occasion per slot) as part of the WID in AI 7.2.6.2. Therefore, the required flexibility in terms of DAI, PUCCH resource & PDSCH-to-HARQ feedback timing indication will only be known after having a clearer picture of the Rel-16 URLLC UCI operation. Therefore, we suggest to post-pone the discussions after having more clarity of the outcome of UCI enhancements. 

Proposal 2-7: Post-pone the discussions on potential field size reduction of PUCCH resource indication, PDSCH-to-HARQ feedback timing indication and DAI until after having (more) clarity on the supported Rel-16 UCI enhancements for URLLC. 

There are some additional fields present in the R15 non-fallback DCIs which are not present in the fallback DCI and cannot be configured to have zero size for non-fallback, such as the antenna ports field or the DM-RS sequence initialization. Therefore, when starting the design considerations from the non-fallback DCI (as we do in this contribution) such fields may be at least configurable to 0 bit as well. 
 
With the proposed configurability in this contribution, we present the summary of the needed bits in Table 2-3 for the case of 106 PRBs. As can be seen from here, clearly a saving of 10-16 bits compared to the Rel-15 fallback DCI is feasible. 
Table 2-3: Number of bits based on the proposed configurability
	DCI field
	# bits for Rel-15 fallback DCI
	# bits for URLLC DCI

	Frequency domain resource allocation (106 PRBs)
	13

	2-14

	Time domain resource allocation
	4
	0-4

	HARQ process
	4
	0-4

	MCS
	5
	0-5

	RV
	2
	0-2



Observation 2-2: With the proposed enhancements, the target of DCI size reduction of 10-16 bits can be achieved. 

3	Increased PDCCH monitoring capability
In this section, we discuss increased PDCCH monitoring capability, more specifically, on the maximum number of CCEs and BDs that a UE should support for URLLC. We will discuss how the Rel-15 UE capability significantly limits the performance of URLLC and propose a new definition of capability to improve it in Rel-16.

3.1 Rel-15 PDCCH monitoring restrictions
For URLLC, one feature to achieve low latency in NR is the support of multiple PDCCH monitoring occasions within a slot. This minimizes the scheduling delay when the data arrives. It corresponds to Case 2 that has been specified for PDCCH in NR. Regarding the maximum number of BDs and CCEs for channel estimation in Case 2, the following agreements have been reached:
Agreements:
· Confirm the value for Case 1-2. X=0 and Y=0 for Case 2. No consensus on additional Case 2’.
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	44
	36
	22
	20

	Case 1-2
	[44]
	
	
	-

	Case 2
	[44+X]
	[36+Y]
	[22+Y]
	[20]



Agreements:
· For Rel.15 December 2017 version of Case 2, number of CCEs for channel estimation per slot is {56, 56, 48, 32} CCEs for SCS {15kHz, 30kHz, 60kHz, 120kHz}

Basically, the BD and CCE limits for Case 2 are exactly the same as for Case 1-1, despite of the fact that more monitoring occasions are configured within a slot and the candidates will be spread out in time in Case 2. 
With slot-based scheduling (a single monitoring occasion in a slot), the slot boundary alignment time would be 1ms, 0.5ms, 0.25ms, and 0.125ms for 15kHz, 30kHz, 60kHz, and 120kHz, respectively, in the worst case (the worst case is what matters because URLLC targets for satisfying the latency with very high reliability). With a 1ms latency target, the alignment time for 15kHz and 30kHz is too large. Even for 60kHz, the alignment time is a significant portion of the overall latency budget. So, configuring multiple monitoring occasions within a slot is critical for achieving the target. For Rel-16, if we want to support even lower latency such as 0.5ms, multiple monitoring occasions for 120kHz would also be relevant.
Larger number of monitoring occasions within a slot means smaller alignment time. For example, different assumptions were used in [3] for latency analysis in different cases, with 7-symbol TTI using 2 monitoring occasions per slot, and 2-symbol TTI using 7 monitoring occasions per slot. Even with 7 monitoring occasions, it still cannot meet the 1ms latency target for 15kHz SCS with one HARQ retransmission. So, 7 monitoring occasions are definitely relevant at least for 15 kHz SCS. Also note that 4 or 7 monitoring occasions were assumed in [4] for the latency analysis when evaluating the enhanced PDSCH/PUSCH processing timeline.
Let us do some simple calculation to see what the current BD and CCE limits mean for URLLC operation, assuming 4 monitoring occasions in a slot.
Assume the UE monitors CSS only at the beginning of a slot. If we assume the UE monitors {4, 2, 1} CSS candidates for AL={4, 8, 16} respectively (which is the default Type0 CSS configuration), that is 7 BDs, and 16 CCEs assuming CORESET#0 can fit either one AL16 candidate or two AL8 candidates. This would leave 37 BDs and 40 CCEs for USS, which are distributed among all the monitoring occasions within a slot. Note that the assumptions for CSS here is the most conservative, as there are other types of CSS. Moreover, the CSS configured via UE-specific RRC signalling can have more candidates and/or larger CORESET (which translates into more CCEs) leaving even less BDs and CCEs available for USS monitoring.
For URLLC, considering the high reliability requirement, AL8 and AL16 need to be supported properly. Table 3-1 summarizes the number of CCEs required in different cases. With 4 monitoring occasions per slot, a single AL16 candidate per monitoring occasion would require 64 CCEs in a slot, which is not possible to be supported with the current UE capability. Also note that we would want to support at least two candidates per monitoring occasion to accommodate one DL assignment and one UL grant. From Table 3-1, we can see that there are quite a few important cases which we cannot support, even when we use the very conservative assumptions on CSS. This clearly shows that the number of CCEs is a limiting factor and there is a strong need to increase the number if we want to support URLLC properly. If we consider 7 monitoring occasions e.g. for 15kHz, the situation is much worse.
Table 3-1 Number of CCEs for channel estimation needed for different cases
	
	One candidate of AL8
	One candidate of AL16
	Two candidates of AL8
	Two candidates of AL16

	4 monitoring occasions per slot
	32
	64
	64
	128

	2 monitoring occasions per slot
	16
	32
	32
	64



Above analysis only considers one or two candidates for AL8 or AL16, which does not really represent realistic configurations. In reality, there should be at least a few ALs being configured to accommodate the channel fading and/or UE mobility. Here we simulate the number of CCEs that is required for a UE with more realistic search space configuration. For the consideration on the maximum number of CCEs, the bottleneck comes from the cases when a UE is in a bad RF condition which would require high ALs being configured, which is the focus here. We consider the following configurations:
· System: 30kHz SCS, 40 MHz (106 RBs)
· CORESET configuration
· 1 OFDM symbol, 102 RBs in frequency (17 CCEs)
· 2 OFDM symbols, 102 RBs in frequency (a total of 34 CCEs)
· A single UE-specific search space set (for URLLC) with 4 monitoring occasions per slot. The number of candidates for ALs of (1, 2, 4, 8, 16) per monitoring occasion is:
· (4, 4, 2, 1, 1) – up to 44 non-overlapping CCEs per monitoring occasion
· (0, 0, 2, 1, 1) – this is considered as a bare minimum configuration for a UE that requires AL of 16. Up to 32 non-overlapping CCEs per monitoring occasion
For each case, the following distributions are provided:
· The distribution of the number of CCEs per slot collected from different slots for different UEs / RNTIs
· This shows how many CCEs are needed in each slot.
· The distribution of the maximum number CCEs per slot over all slots for a UE collected from different UEs/RNTIs
· This shows how many CCEs are needed for a UE not to drop the USS in any slot.
For Case 1 of 1-OS CORESET, (4, 4, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16), the distributions are shown in Fig. 3-1(a). In this case, the CCEs for the candidates of different ALs overlap a lot because the CORESET has only 17 CCEs. So, the number of CCEs that a UE needs to monitor is basically restricted by the CORESET size of all monitoring occasions. The right figure shows that for any UE, there is at least one slot in which the UE needs to monitor 17*4=68 CCEs. If a UE cannot monitor so many CCEs, the entire search space set will be dropped in these slots based on Rel-15 behavior, meaning that no URLLC traffic can be scheduled in these slots. In order to prevent this from happening, a UE should be able to monitor 68 CCEs per slot.
For Case 2 of 1-OS CORESET, (0, 0, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16), the results are similar as shown in Fig. 3-1(b), because the main limitation is the CORESET size. In this case, a UE needs to be able to monitor 64 CCEs (instead of 68 for Case 1) per slot in order to avoid USS dropping.
For Case 3 of 2-OS CORESET, (4, 4, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16), the maximum number of CCEs is again largely limited by the CORESET size (34 CCEs) as shown in Fig. 3-1(c). We can see that the maximum number of CCEs per slot is 124 (or 31 CCEs per monitoring occasion).
For Case 4 of 2-OS CORESET, (0, 0, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16) shown in Fig. 3-1(b), the maximum number of CCEs per slot is 112 (or 28 CCEs per monitoring occasion).
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(a) Case 1: 1-OS CORESET, (4, 4, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16)
[image: ] [image: ]
(b) Case 2: 1-OS CORESET, (0, 0, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16)
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(c) Case 3: 2-OS CORESET, (4, 4, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16)
[image: ] [image: ]
(d) Case 4: 2-OS CORESET, (0, 0, 2, 1, 1) candidates for ALs of (1, 2, 4, 8, 16)
Figure 3-1: Required number of CCEs per slot for 4 monitoring occasions and varying 
AL candidates and CORESET sizes

Note that this only consider a single USS. No CSS or other USS (e.g. for eMBB traffic) has been counted, which need to be added on top of these numbers to figure out the actual required PDCCH monitoring capability. Also, a single candidate is assumed for AL8 and AL16, which is not sufficient to schedule DL and UL in the same monitoring occasion in case e.g. AL16 is needed for the DCI. Even so, the numbers are still significantly beyond the Rel-15 capability.
Observation 3-1: The current UE capability on the maximum number of CCEs for channel estimation per slot cannot support URLLC properly, so the number should be increased.

It is clear, that the number of CCEs for channel estimation is the most restrictive factor. In terms of the number of BDs, the issue is not as severe, but it still has impact on the blocking probability. This is especially a concern if a UE requires both eMBB and URLLC services, meaning that it will need to monitor other (larger) DCI formats for eMBB services. Without increasing the number of BDs, it means that the total number of BDs is to be split between eMBB and URLLC, which will certainly affect the blocking probability at least for eMBB (if we assume URLLC always takes priority).
As a simple comparison, LTE sTTI has added additional BD candidates when sTTI was introduced, instead of splitting the existing number. For a UE supporting sTTI, the UE supports an additional 6 BDs per subslot TTI (36 BDs per subframe), and 12 BDs per slot TTI (24 BDs per subframe). In short, LTE sTTI supports 12 (CSS) + 48 (USS, 1ms TTI, for UEs supporting UL MIMO) + 36 (USS, sTTI) = 96 BDs on a carrier, while NR case 2 supports 44 BDs, which is certainly a big gap. 
A similar comparison can also be made in terms of number of CCEs for channel estimation per subframe for LTE. In addition to LTE PDCCH monitoring (16 CCEs for CSS, up to 42 CCEs for USS), an sTTI UE will need to receive up to 16 SCCEs per occasion (5 SPDCCH occasions per subframe) for subslot TTI and one SPDCCH with up to 32 SCCEs for slot TTI. This would mean that e.g. a subslot TTI UE will need to perform all together up to 16 (CSS) + 42 (USS, PDCCH) + 5x 16 (SPDCCH) = 138 (S)CCEs within a 1ms subframe, compared to 56 CCEs per slot in case of NR. This surely will result in worse NR performance compared to LTE.
Observation 3-2: The current UE capability on the maximum number of BDs and the maximum number of CCEs for channel estimation for Case 2 in NR is much lower than for Rel-15 LTE sTTI.

3.2 Enhancements to PDCCH monitoring 
[bookmark: _Hlk510133084]The current UE capability on the number of BDs and the number of CCEs for channel estimation is defined on a per-slot basis. If we simply increase this number, there is no restriction on how these numbers could be distributed in the slot. Theoretically that means all the BDs and CCEs could occur at the beginning of a slot, which would increase the UE complexity significantly (and unnecessarily) because it does not allow the UE to take advantage of the pipelining process. On the other hand, if we consider the fact that the BDs will be distributed over time for URLLC in practical scenarios, the processors for earlier BDs may already be available for later BDs, and the total number could be significantly increased without stressing UE implementation much. Thus, in order to alleviate the problem in UE implementation, it appears that we should adopt a different definition than the per-slot basis counting.
Observation 3-3: Per-slot definition of BD/CCE limits is not suitable for CASE 2 type of monitoring.
The current UE capability for Case 2 is defined as the following:
	SCS
	15 kHz
	30 kHz
	60 kHz
	120 kHz

	Number of BDs per slot
	44
	36
	22
	20

	Number of CCEs per slot
	56
	56
	48
	32



The simplest and most straightforward definition would be to define the number of BDs and CCEs at a finer time granularity, e.g. per half-slot or every 3-symbols. By doing so, the total number of BDs/CCEs in a slot can be increased but the UE does not have to handle the case that all BDs/CCEs are configured in a very short time window. In this case, better pipelining would be possible for UE implementation. It should be noted that if we use e.g. per half-slot granularity, the numbers per half-slot should at least match the Rel-15 numbers per slot. Otherwise, if the gNB chooses to configure all the search space sets within the first half slot (e.g. when there is only eMBB traffic), it would support less number of BDs/CCEs than in Rel-15, which is certainly not acceptable.
Moreover, the number of CCEs, in particular, can still be the bottleneck with more monitoring occasions and potentially large AL. Larger numbers would be highly desirable. Since the baseline URLLC UEs have already been defined in Rel-15, URLLC UEs in Rel-16 can be expected to have more processing power (which comes with additional cost), which can be used to support more demanding applications.
Therefore, we propose another set of values to be considered for discussion, as shown in Table 3-2.
Table 3-2 Example for the number of BDs and CCEs for Case 2
	SCS
	15 kHz
	30 kHz
	60 kHz
	120 kHz

	Number of BDs per half-slot
	44
	36
	22
	20

	Number of CCEs per half-slot
	64
	64
	48
	32



There may be certain monitoring occasions spanning across the half-slot boundary depending on the configuration. In this case, the counting can be done based on the starting symbol of the monitoring occasions, or the ending symbol of the monitoring occasions. For the overbooking rules, the mapping can be done with search-space set granularity (i.e. following Rel-15 principle), but per each half-slot independently.
If we go for a smaller granularity than half-slot, it would be difficult to define a fixed duration as 14 symbols can only be divided by 2 or 7. One possibility is to define a time window in terms of the number of symbols, and the number of BDs and CCEs within any sliding window should not exceed a certain limit. Any BD that partially falls into the window can be always counted, which should sufficiently address the issue of overlapping monitoring occasions. The time window e.g. can be defined as 2 or 3 symbols. However, this approach would significantly deviate from the current framework, and it can complicate the overbooking rules considering the sliding window.
Proposal 3-1: Introduce a new definition for the number of BDs and CCEs for channel estimation that a UE can support for Case 2 with a half-slot granularity. A simple extension of the current capability per slot to per half-slot using Table 3-2 can be considered as the starting point. 

4	Conclusions
In this contribution, we discuss about the potential reduction fields of Rel-15 DCI formats when defining the Rel-16 DCI scheduling URLLC traffic, specifically we have the following related proposals and observations:
· Proposal 2-1: Introduce a configurable multiplier to the RBG size for resource allocation type 0 to enable a configurable DCI field size reduction of the frequency domain resource allocation. 
· Proposal 2-2: Support a configurable coarser starting point and length indication granularity for RA type 1 for URLLC scheduling. Details including separate configurability for start / length are FFS. 
· Observation 2-1: The flexibility of the Rel-15 non-fallback DCIs to reduce the TDRA field size by configuration could be directly reused for the URLLC scheduling.    
· Proposal 2-3: The reference point for the starting symbol of TDRA for PDSCH can be the start of the PDCCH transmission. Modifications to PDSCH mapping types (e.g. L=2 for Type A) are FFS. 
· Proposal 2-4: Support a configurable size for the MCS field in the scheduling DCI. Details on the MCS signalling definition are FFS. 
· Proposal 2-5: Support a configurable number of HARQ processes for dynamically scheduled PUSCH/PDSCH operation (similarly as already supported for Rel-15 SPS / CG), which determines the field size of the HARQ process number. 
· Proposal 2-6: Support a configurable redundancy version field size of 0, 1 or 2 bits. In case of 0-bit RV indication RV0 is to be applied, and in case of 1-bit RV either RV0 or RV3 is to be dynamically indicated.
· Proposal 2-7: Post-pone the discussions on potential field size reduction of PUCCH resource indication, PDSCH-to-HARQ feedback timing indication and DAI until after having (more) clarity on the supported Rel-16 UCI enhancements for URLLC. 
· Observation 2-2: With the proposed enhancements, the target of DCI size reduction of 10-16 bits can be achieved. 


We further discuss the increased PDCCH monitoring capability and have the following observations and proposals:

· Observation 3-1: The current UE capability on the maximum number of CCEs for channel estimation per slot cannot support URLLC properly, so the number should be increased.
· Observation 3-2: The current UE capability on the maximum number of BDs and the maximum number of CCEs for channel estimation for Case 2 in NR is much lower than for Rel-15 LTE sTTI.
· Observation 3-3: Per-slot definition of BD/CCE limits is not suitable for CASE 2 type of monitoring.
· Proposal 3-1: Introduce a new definition for the number of BDs and CCEs for channel estimation that a UE can support for Case 2 with a half-slot granularity. A simple extension of the current capability per slot to per half-slot using the table below can be considered as the starting point. 
	SCS
	15 kHz
	30 kHz
	60 kHz
	120 kHz

	Number of BDs per half-slot
	44
	36
	22
	20

	Number of CCEs per half-slot
	64
	64
	48
	32
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Distribution of assigned #CCEs w/ NR Rel15 USS
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Distribution of assigned max #CCEs w/ NR Rel15 USS
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Distribution of assigned #CCEs w/ NR Rel15 USS
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Distribution of assigned max #CCEs w/ NR Rel15 USS
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Distribution of assigned #CCEs w/ NR Rel15 USS
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Distribution of assigned max #CCEs w/ NR Rel15 USS
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Distribution of assigned #CCEs w/ NR Rel15 USS
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Distribution of assigned max #CCEs w/ NR Rel15 USS

CORESET size = 34CCEs

#candidates = (0,0,2,1,1) for AL (1,2,4,8,16)

Nr of monitoring occasions per slot = 4

70 75 80 85 90 95 100 105 110 115 120 125 130 135 140

Assigned max #CCEs

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P

r

o

b

a

b

i

l

i

t

y


