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[bookmark: OLE_LINK219][bookmark: OLE_LINK218][bookmark: OLE_LINK217][bookmark: OLE_LINK216][bookmark: OLE_LINK215]In R16 NR Mobility Enhancement WI [1], it is proposed to study/develop solution(s) to improve HO/SCG change in terms of the latency reduction, reliability and robustness enhancement especially considering challenges in high/med frequency. In this paper, we discusses scenarios that require frequent HOs, and/or low latency and/or high reliability and robustness, where the mobility enhancements are necessary. 

[bookmark: _Ref129681832]Discussion on mobility Interruption time and HO procedures
Based on the ITU-R discussions for IMT-2020 technical requirements, mobility interruption time is defined as follows [2]:
7.7	Mobility interruption time
Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions.
The target for mobility interruption time should be 0ms.

Based on the above definition, a UE needs to have an active user plane connection with user plane packets being exchanged with a base station at all times for the UE to not experience any mobility interruption. The user plane consists of 3 protocol layers, therefore it is crucial to determine which layer we pick as the reference point for mobility interruption. 
In traditional handover (HO) procedures, in general, the UE will first release its active connection with the serving cell and establish a new connection with the target cell. Between the “release” and “establish”, the UE would experience a certain period of interruption for data packets transmission. The above procedure mainly involves three phases that includes: handover preparation, handover execution and handover completion. The HO process is fully controlled by the network and typically triggered by some measurement event defined in the UE’s reporting configuration, which prompts the UE to send a measurement report to the serving cell. In R15 NR, the serving cell will then send a HO command in the form of a RRC Reconfiguration message carrying a reconfigurationWithSync object. This will prompt the UE to look for the SS/PBCH block of the target cell in order to acquire time and frequency synchronization, as well as the SFN of the target cell as part of MIB. Other system information typically found in SIB1 (such as carrier configuration) can be supplied as part of the spCellConfig supplied with reconfigurationWithSync, thus avoiding time spent monitoring a PDCCH transmission on CORESET 0, scheduling a PDSCH transmission carrying SIB1. The bandwidth parts (BWP) information and the corresponding control resource set (CORESET) information are carried as part of special cell configuration spCellConfigDedicated in spCellConfig. From RAN1’s perspective, once the initial DL and UL BWP configurations and corresponding CORESET configurations have been provided, the UE has active control and user plane.
As well known, the data packets are Transport Blocks (TB) carried in PDSCH transmissions scheduled by PDCCH from RAN1’s perspective. Therefore we can make the assumption that as long as the UE is configured to continuously monitor for PDCCH transmissions from one serving cell, then the UE is not experiencing any mobility interruption time during the HO procedure. Throughout this paper we will use this assumption to guide and motivate our discussion on how to enhance mobility in NR.

Scenarios requiring HO enhancement
The current HO mechanism has challenge in many of typical moving scenarios, especially for the stringent latency requirement and high reliability service from URLLC case. 
High-speed train scenario
The high-speed train scenarios may have serious HO problems. It is expected that a train travelling very fast may only stay with a serving cell for a very short time period, resulting a frequent HOs from cell to cell. 
Let us consider the ITU-R high-speed train deployment for 4 GHz shown in Figure 1. The model assumes gNB to relay communication followed by relay-to-UE communication. Maximum speed assumption is set to 500 km/h. Each RRH-site has two RRHs separated by an inter-site distance of 1732m, based on such a deployment we can reasonably make the assumption that each gNB covers approximately 1732m of the rail track. The relay on top of the train would have to make HOs from gNB to gNB approximately every 12.47 seconds, which amounts to approximately 5 HOs per minute. With traditional HO method, the train obviously suffered from interruption time between “release from one cell” and “establish to the next cell” procedures, and has much less time than 12.47 seconds monitoring PDCCH messages for data transmission. 
Let us consider HO delays representative of LTE as a reference point for this discussion. Typical interruption time caused by HO in LTE is estimated to be approximately 45ms at the physical layer [3], this represents the delay between the UE receiving the RRC Reconfiguration message carrying the mobilityControlInfo (i.e. the HO command) from the source eNB and the UE sending the RRC Reconfiguration Complete message to the target eNB, during which the UE is assumed not receiving any user-plane packets from any eNB. If we also account for packet processing due to traveling between the PHY, MAC, RLC and PDCP layers all the way up to the application layer, any effects of HO delays are going to be compounded. Moreover, the HOs are experienced by the relay on the train, therefore there is additional processing delay to account for the relay delivering packets to the UEs in the train (processing delay such as scheduling, link adaptation, etc.). 
Given that the high-speed train is increasingly popular for both business and travelling purposes in many countries, the user experiences in wireless application (typically laptops, mobile phones etc.) on the train is getting comprehensive attentions. The interruption time caused by traditional HO, based on above analysis, could be the first barrier in improving the user experiences, so that a faster HO method is obviously needed. 
Observation 1: The current HO mechanism will lead to a frequent interruption of data transmission under the high-speed train scenarios.
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Figure 1: High-speed train deployment scenario at 4 GHz
Dense Urban scenario
In the dense urban scenario, a user have more chance to encounter the HOs since the inter-site-distance (ISD) is small. It is easy to understand that the moving path of the target user may be not a straight line from one point to another point. It is inevitable that some users are moving along the cell edges where the traditional HOs mechanism may also suffered from ping-pong effects. 
Let us consider the ITU-R dense urban deployment for 4 GHz shown in Figure 2. The model assumes a Macro layer and Micro layer, the inter-site distance between macro nodes is 200m and within each macro TRP coverage area there are 3 micro TRPs. Firstly, an outdoor users will experience multiple HOs going through multiple micro and macro TRPs. Let’s take an example of the typical outdoor user with moving speed like 30km/h. Assume that the above user is traveling in a straight line from one TRP to a neighbor TRP. It will take that UE approximately 12 seconds to go from the cell-center to the cell-edge and experience a HO. The situation is very similar to the high-speed train case that approximately 5 HOs within one minute, and the HO delays will lead to degraded user experience, as we highlighted in the previous section. If we are to imagine users with higher travelling speed like 60km/h in city high-way, the interruption problems are even more serious. On the other hand, for indoor or outdoor users with pedestrian speed of 3km/h, they may experience frequent HOs at cell edge areas too. In this case, the traditional HO mechanism with large interruption time delay would cause the ping-pong effect. 
In general, the traditional HO mechanism is still not friendly for medium/high speed users or cell edge users under the dense urban scenarios, who is more like to have frequent HO interruption getting in bad user experiences. Again, a faster HO procedure is in high demand. 
Observation 2: Current HO mechanism will lead to significant mobility interruption time for medium/high speed users, and cause ping-pong effect for low speed users at cell-edge areas in dense urban scenario.
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Figure 2: Dense Urban deployment scenario at 4 GHz
Remote driving
3GPP is also working on supporting enhancements for V2X scenarios, where the UL and DL reliability of transport of V2X communications should be guaranteed depending on the V2X applications (R.5.1-010 in [4]). One of those scenarios that has been identified is that of Remote Driving, as per [4]:
Remote Driving enables a remote driver or a V2X application to operate a remote vehicle for those passengers who cannot drive themselves or a remote vehicle located in dangerous environments. For a case where variation is limited and routes are predictable, such as public transportation, driving based on cloud computing can be used. In addition, access to cloud-based back-end service platform can be configured for this use case group.

It is obviously that the application would require a very high reliability and very short delay requirement as it is the matter of life safety. Thus it is agreed that the requirements to support Remote Driving scenarios are a maximum end-to-end latency of 5ms and a reliability of 99.999% [5]. 
It is clear that in the face of such stringent requirements, current HO mechanisms are not suitable for such use-cases and a seamless HO mechanism is absolutely necessary in order to meet both the reliability and latency requirements of Remote Driving. Traditional HO procedures and even separate enhancements such as MBB, RACH-less and CHO are unlikely to meet the 5ms end-to-end latency requirement. Moreover the 99.999% reliability requirement is borne out of URLLC requirements, which must be met at all times and that includes times the UE is going through HOs. Given that, the application of remote driving may not be able to bear any interruption time, motivating the need for a DC-based HO solution to be adopted for NR.
Observation 3: Current HO mechanism cannot provide seamless HO services that are crucial especially in remote driving scenarios where the reliability and latency requirements should be met all the time even during the HO.
Overall, the large interruption time of current HO mechanism cannot meet the IMT-2020 technical requirements. The enhancement is also scenarios-driven, especially for high-speed train, dense urban and remote driving as analyzed above. In remote driving case, the most stringent metrics are required in both latency and reliability as any interruption may cause serious outcomes about life safety. In this sense, the HO mechanism where the simultaneous connections to source and target cell are kept during the HO procedure obviously has a strong motivation to be supported to guarantee both the minimized interruption time and high reliability. 
Conclusion
[bookmark: _GoBack]This paper mainly discusses the issues of HO procedures, especially in the light of high-speed train, dense urban and remote driving environments, in some of which both the time delay and reliability are required. Based on the analysis, we have the following observations:
Observation 1: The current HO mechanism will lead to a frequent interruption of data transmission under the high-speed train scenarios.
Observation 2: Current HO mechanism will lead to significant mobility interruption time for medium/high speed users, and cause ping-pong effect for low speed users at cell-edge areas in dense urban scenario.
Observation 3: Current HO mechanism cannot provide seamless HO services that are crucial especially in remote driving scenarios where the reliability and latency requirements should be met all the time even during the HO.
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