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1. Introduction
It has been agreed in previous meetings [1-2] that:
Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· [bookmark: _GoBack]Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 
Working Assumption
On the choice of oversampling factor O3, O3 = 4 is supported.
In this contribution, a problem of phase randomization and correction for DFT-based compression codebook is discussed which is for UE implementation and affects the performance if this point is ignored. In addition, the impact of oversampling factor O3 on the system performance is also discussed.
1. Space-frequency compression codebook
The design of type II codebook with DFT-based compression is introduced in [3-4]. In this design, the space-frequency matrix is compressed in both spatial domain and frequency domain, by a set of spatial basis vectors and a set of frequency basis vectors.
The space-frequency matrix  can be represented and approximated by the following formulation

where  and  are composed of selected basis vectors from the spatial codebook and frequency codebook, respectively. The dimension of the coefficients matrix  is , with  and  as the number of selected spatial and frequency basis vectors, respectively. The UE only needs to feedback the indices of selected spatial and frequency basis vectors, i.e. and , as well as the combination coefficients .
1. Oversampling on frequency domain
The oversampled  can be expressed as the multiply of rotation matrix R and non-oversampled:

where:



With oversampled frequency beam, the coefficient matrix  generally can be obtained by:

where H is ideal space-frequency matrix. It can be found that the matrix of R would have an impact on determining feedback coefficients of  and other coefficients related to it. 
The space-frequency matrix gNB reconstruct by the PMI components that UE has reported:
=
From the equation above, we can find that oversampling factor has an impact over reconstructed channel with multiple candidate values of  in the matrix R at the middle side of the equation. Choosing an appropriate oversampling factor, system performance can be further improved. For the matrixat right side of the equation due to the reporting of , only a phase rotation per column within is applied and it seems have no impact on the precoder for each PMI subband. However, phase difference between precoders of two adjacent PMI quantization units, i.e. with R=2, would lead to different CQI value for a CQI subband. Then different phase rotation per column within would lead to different value of CQI and  needs to be reported accordingly.
1. Phase correction for eigenvectors
In the design of space-frequency compression codebook, the space-frequency matrix  is obtained by concatenating the precoding vectors of different subbands. Then the space-frequency matrix is compressed in both spatial domain and frequency domain. The effect of frequency domain compression highly depends on the smoothness of the coefficients along subbands.
In one implementation, the leading eigenvector is utilized as the precoding vector for each subband. Note that if a vector  is the eigenvector of a matrix A,  is also its eigenvector. We should be cautious that eigenvectors, as the output of a SVD solver, may have a “random” phase rotation. Whether such phase rotation exists may depend on the numerical algorithm of the SVD solver. To achieve more efficient frequency domain compression, random phase rotation should be corrected.
To implement phase correction, the eigenvector for each subband should be multiplied by a proper phase. Then the space-frequency matrix is obtained with rotated eigenvectors. It should be noted that phase correction between adjacent subbands will provide more efficient frequency domain compression. A better phase correction will lead to the result that a larger proportion of power concentrates within the selected frequency components and then a smaller M is enough in the frequency domain compression. A potential phase correction implementation is to compensate the phase of eigenvector corresponding to the (i+1)-th subband () with the phase of the inner product of the i-th and (i+1)-th eigenvectors (phase of ), i.e., .
This procedure has no impact over codebook structure and associated PMI quantization. Whilst PMI quantization is purely a UE implementation, a proper phase correction will ensure PMI coefficient compression in the frequency domain more efficiently. 
3. CDF curves for power ratio
We define power ratio as the ratio of preserved power after spatial-frequency compression and the total power before the compression. The power ratio reflects the level that the power of coefficients concentrates on the selected spatial and frequency basis vectors. 
Fig.1 illustrates the CDF curves of power ratio with and without phase correction. With the help of a proper phase correction, the power concentrates on the selected frequency basis more, which leads to a more efficient frequency domain compression.
Observation 1: Phase correction by a proper UE implementation should be considered to avoid random phase rotation caused by a SVD solver in order to achieve efficient frequency domain compression.
[image: ]
Figure 1. CDF curves for power ratio with and without phase correction.
3. Insight on the phase correction
From the analysis in section 3, the reconstructed space-frequency matrix at gNB side can be expressed as:

The phase correction essentially is multiplying a phase correction matrix to the ideal space-frequency matrix H:

where

and is the phase correction multiplied to the r-th subband. With phase correction, the reconstructed space-frequency matrix at gNB side can be expressed as:

It can be found in the equation above, phase correction can seriously impact on the reconstructed space-frequency matrix due to the matrix. Essentially, the aim of phase correction is to strive to reduce reported coefficients of space-frequency matrix so that PMI quantization can be concentrated or constrained to the selected and.
1. Simulation results
System-level simulation results for the proposed space-frequency compression codebook with or without phase correction are included in this section.
The spatial basis reuses the oversampled 2D-DFT beam, whilst the frequency basis uses the oversampled DFT beam with oversampling factor of 4. Each coefficient within matrix  is quantized with A bits for amplitude and P bits for phase. Detailed parameters are shown in Appendix I.
The trade-off between performance and overhead with and without phase rotation is shown in Fig. 2, wherein oversampling factor of 4 is used. If phase rotation is not conducted, the performance of frequency domain compression is even worse than Type II codebook. The phase rotation procedure will significantly improve the performance and compress the coefficients in the frequency domain more efficiently. The trade-off between performance and overhead with and without oversampling is shown in Fig. 3, wherein phase correction is conducted. The oversampling on frequency beam can bring a considerable gain compared with non-oversampling.
[image: ]
Figure 2. The trade-off between performance and overhead with/without phase rotation for (L, M) = (6, 4).
[image: ]
Figure 3. The trade-off between performance and overhead with/without oversampling for (L, M) = (6, 4).
Observation 2: Without proper phase correction, frequency domain compression shows worse performance than type II codebook assuming the same feedback overhead.
Observation 3: Oversampling on frequency beam can bring a considerable gain compared with non-oversampling.
1. Conclusions
The contribution discusses the codebook design or enhancement for Rel-16, based on which the following observation and proposal are made.
Observation 1: Phase correction by a proper UE implementation should be considered to avoid random phase rotation caused by a SVD solver in order to achieve efficient frequency domain compression.
Observation 2: Without proper phase correction, frequency domain compression shows worse performance than type II codebook assuming the same feedback overhead.
Observation 3: Oversampling on frequency beam can bring a considerable gain compared with non-oversampling.
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Appendix I
	Parameters
	Dense Urban (Macro layer only)

	Duplex mode
	FDD

	Carrier frequency
	4GHz

	Subcarrier spacing
	15kHz

	System bandwidth
	10MHz (13 subbands, 4 PRB for each subband)

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Channel model
	SCM-3D-UMa

	Inter-BS distance
	200m

	Minimum distance
	35m

	BS antenna height
	25m

	BS Tx power
	41dBm

	BS antenna configuration
	 (M, N, P, Mg, Ng, Mp, Np) = (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8) λ

	UE antenna configuration
	(M, N, P, Mg, Ng, Mp, Np) = (1,1,2,1,1,1,1) for overhead reduction; 
(M, N, P, Mg, Ng, Mp, Np) = (1,2,2,1,1,1,2) for higher rank of Type II;
the polarization angles are 0 and 90

	UE distribution
	80% indoor, 3km/h; 20% outdoor, 30km/h

	UE receiver
	MMSE-IRC

	MIMO scheme
	SU/MU-MIMO switch for overhead reduction;
SU-MIMO for higher rank of Type II

	Scheduler
	PF

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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