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Introduction
In RAN1 NR AH1901 [1-3], several agreements were made for CSI enhancement for MU-MIMO support. 
Agreement
On FD compression unit, agree on Alt1 (PMI subband size = CQI subband size) as the default, along with Alt2.2 (PMI subband size = CQI subband size / R) as secondary
· The value of R is fixed to 2
· FFS: Whether secondary implies a separate UE capability or restricted use cases
· Include issues such as limitation on the number of FD compression units, CPU occupation, latency constraint and/or BW constraint
· FFS: Whether FD compression unit is higher-layer configured or reported by the UE
Agreement
On basis/coefficient subset selection for the first layer, the following is supported:
· Common selection for all beams with size-K0 subset of 2LM reported 
· The value of K0 is configured via higher-layer signaling
· The number of reported non-zero coefficients can be smaller than or equal to K0
· FFS: Whether the value of M is configurable
Working Assumption
On the choice of oversampling factor O3, O3 = 4 is supported  

Agreement 
On FD compression unit, the FD compression unit is higher-layer configured
Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices

Agreement
On the values of L, support L={2,4}
· Decide whether to support L=3 and/or L=6 in the future meetings considering the performance-overhead trade-off for different RI values and/or different number of antenna ports 
Agreement

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 
Agreement:
 The value of M is higher-layer configured 
· FFS: Whether UE reporting smaller value of M (in addition to the configured M) is supported 
Agreement
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Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5
In the following, we discuss remaining issues related to rank-1 and rank-2, including quantization method, basis selection for the second layer, the number of FD compression unit and values of M and K0. We also elaborate the extension to high ranks.
Basis and Coefficients selection for RI = 2
In the last meeting, it was agreed that for the first layer, M basis are selected for all the beams, while upto  coefficients are to be reported by UE. There are two further issues:
ISSUE 1: (Agreement from Taipei) For layer 0 (RI=1): 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
ISSUE 2: (Refinement to agreement in Spokane on RI=2) For RI=2:
· Down select among the three alternatives below
· Alt 1A: layer-common FD basis subset selection, layer-common coefficient subset selection
· Alt 1B: layer-common FD basis subset selection, layer-independent coefficient subset selection
· Alt 2: layer-independent FD basis subset selection, layer-independent coefficient subset selection
· The size-K0 subset design for layer 0 (the outcome of ISSUE 1) is also applied to layer 1
· For all alternatives (layer-common or layer-independent coefficient subset selection), K0 is the maximum number of non-zero coefficients for each layer
The motivation of having common basis and/or coefficient selection per layer/polarization/beam is to further reduce overhead. However, whether such overhead reduction method is harmless to system throughput is unknown. In practical wireless environment, due to blockage, deflection and scattering, the power profile observed by UE would be much more complicated than the channel model. To capture the power profile in each individual layer/polarization/beam, UE may report the union of basis/coefficient selection across layers/polarizations/beams. If the cardinality of the union set is greater than the configured M and/or K0, UE has to drop some basis/coefficients, therefore the performance may be degraded significantly in some cases. 
On the other hand, if the union of basis/coefficient selection across layers/polarizations/beams is smaller than or equal to the configured M and/or K0, it remains to study how much overhead can be actually saved. The main reason is that the NNZC resulted by the union selection is higher than the NNZC resulted by free selection, especially for issue 1. Similar phenomenon can be drawn for layer-common selection of issue 2.
· For instance, if there are  NNZC in polarization 1 and  NNZC in polarization 2, then the total number of NNZC with free-selection is . With polarization-common selection, the total number of NNZC would be , where  is the number of overlapping coefficients of the polarization 1 and 2. Denoting  the # of bits used for quantization per element, the payload resulted by free-selection (Alt1) is , while the payload resulted by free selection (Alt2) is . Table 1 lists a comparison of Alt1 and Alt2 with different number of  and  (considering  and , ). We can see for half of the cases, Alt1 has less payload than Alt2.
Table 1. Overhead comparison between polarization-common and free selection 
	N
	2
	4
	6
	8
	10
	12

	Alt1
	128/144

	Alt2
	184/212
	160/184
	136/156
	112/128
	88/100
	64/72


Complexity is another dimension to look at. With layer-independent selection, the result of rank-1 CSI can be reused as the first layer of rank-2. However, this fact does not hold for Alt1A and Alt1B. For Alt1A and Alt1B, layer-common basis/coefficient selection is performed per rank. That is, the basis/coefficient selection for rank-2 needs jointly considering the first and the second layer, while basis/coefficient selection for rank-1 only focus on the first layer. Thus, the resultant basis/coefficient selection and the quantization may be different for rank-1 and the first layer of rank-2.
To sum, we have the following observations:
Observation 1: Free selection for size-K0 subset and layer-independent basis/coefficient selection accommodate more practical scenarios.
Observation 2: Polarization-common selection for size-K0 subset may have larger overhead than free selection for size-K0 subset. Layer-common coefficient selection may also have larger overhead than layer-independent coefficient selection.
Observation 3: Layer-common basis/coefficient selection cannot reuse the result of rank-1 CSI.
Based on these observations, we propose
Proposal 1: for size-K0 subset selection, support unrestricted selection among the 2LM coefficients using 2LM bitmap.
Proposal 2: for basis/coefficient selection of RI=2, support layer-independent FD basis subset selection, layer-independent coefficient subset selection.
Value of M and K0
In the last meeting, one open issue related to the value of M is whether it is subject to the number of CQI subbands, i.e., , or it is subject to the number of PMI subbands, i.e., . For a certain number of CQI subbands,  brings double the number of taps of  when performing compression using DFT basis. The strength of the additional taps depends on the frequency selectivity of the channel and the narrow band inter-cell interference (which will be used for channel-whitening and may change the frequency selectivity). Hence, generally, UE may need to select more basis for  than . Since  are supported, the gNB has the flexibility to configure  if  is too large when . To sum, we propose
Proposal 3: Support .
Another open issue is to determine  by downselecting two from . Since  is already supported, compression ratio can be as small as  considering . Then, the values of  seems unnecessary. Besides, when is relatively large such that some zero-coefficients are included, UE may report number of non-zero coefficients to further reduce the overhead. Accordingly, we propose
Proposal 4: Support large values , .
Moreover, for RI > 1, compared to configuring a max number of coefficients per-layer, configuring a total number of coefficients configuration across layers is preferred. From UCI design perspective, since bitmap is adopted to indicate the coefficient selection, the max total number configuration is sufficient for gNB to control the total payload. Besides, in some cases, some layers may have a larger number of non-zero coefficients greater than the configured value, while some other layers may have smaller number of non-zero coefficients than the configured value. Then, it is desired to allow reporting more coefficients for the former layers. Hence, configuring a total number of coefficients across layers enables this function by allowing UE to assign the coefficients across different layers. More study and results are provided in Section 6.1. 
Then, based on the observation
Observation 4: From UCI perspective, since bitmap is used for indicating the coefficients, configuring a total number of coefficients across all layers is sufficient for the gNB to control the total overhead.
We propose
[bookmark: _GoBack]Proposal 5: For RI > 1, support configuration of a total number of coefficients across layers and the assignment of number of coefficients is upto UE.
Number of FD Compression Units
In the last meeting, it remains to define the  value (number of FD compression units) when the number of PMI SBs is greater than 13. As the total number of PMI subband could be upto 38, there are many prime numbers (and their multiples) other than 2,3,5. To ease the computation efficiency, it is preferred the value of  being always powers of 2, 3, or 5 only, i.e., , where ,  and  are non-negative integers. To this end, there are two alternatives illustrated in Figure 1 and 2. 
Alt1 is to perform extrapolation to the configured PMI SBs so as to have a number of PMI SBs equal to the smallest  that is greater than the number of configured PMI SBs. The PMI compression is performed to the SBs after extrapolation, and the gNB is able to extract the required PMIs. Possible extrapolation methods including zero-padding, repeating the edge SBs or extrapolating based on the frequency correlation.
Alt2 divides the configured PMI SBs into two segments, wherein each segment consists of a number of PMI SBs equal to the smallest  that is greater than or equal to , where . These two segments may have an overlapping part. The CSI calculation and compression is performed for each segment.


Figure 1. Illustration of extrapolation


Figure 2. Illustration of segmentation
A spectral efficiency performance is illustrated in Figure 3-4, considering 10MHz with 13SBs and 50MHz with 38SBs. It shows that the edge SB performance achieved with extrapolation (via repeating the PMI on the edge SBs) is slightly better than that without extrapolation. When performing compression, the edge PMI SBs may suffer from larger distortion to those in the middle. The extrapolated SBs in Alt1 performs as a “shield” to the edge PMI SBs, so that the performance would be no worse than doing compression with . 

[image: ]Figure 3. Performance comparison of alternations for N3: SE on all SBs, 10MHz
[image: ] Figure 5. Performance comparison of alternations for N3: SE on all SBs, 50MHz
[image: ] Figure 4. Performance comparison of alternations for N3: SE on edge SBs, 10MHz
[image: ] Figure 6. Performance comparison of alternations for N3: SE on edge SBs, 50MHz
The motivation of Alt2 is to enhance the compression performance especially for large bandwidth. However, for some cases with small delay spread and/or small bandwidth, the performance would be worse than doing one compression for the entire band. This can be observed from Figure 3 and 5. The reason is that in those scenarios the two segments may have similar power-delay profile and such power-delay profile is similar to the that obtained by doing one compression for the entire band. In this case, reporting M basis for the entire band would yield better performance than reporting M/2 basis for each segment. On the other hand, for the case with large delay spread and/or large bandwidth, the gNB may configure two separate CSI report configurations (each with a partial PMI SB configuration) to obtain a better performance. From complexity perspective, Alt2 may have a larger spec impact as the one CSI report is comprising two separate PMI report and the CQI for the overlapping part is to be defined.
To sum, we observe
Observation 5: Alt1 with extrapolation achieves better performance for edge SBs.
Observation 6: Alt2 has a larger spec effort and the performance gain for large delay spread and/or bandwidth can be leveraged by two separate CSI configurations.
Thus, we propose
Proposal 6: when the number of PMI SBs is greater than 13, perform extrapolation to the configured PMI SBs so as to have a number of PMI SBs equal to the smallest  that is greater than the number of configured PMI SBs.
Quantization
In the last meeting, various quantization methods were proposed. The quantization of the coefficients in  matrix can be expressed as the equation below.

The left diagonal matrix contains the wideband beam amplitude on the diagonal, where  represents the wideband amplitude for beam , i.e., the th row of . The right diagonal matrix contains the amplitude for each basis on the diagonal, where  represents the amplitude for basis , i.e., the th row of . The middle matrix contains the amplitude and phase of each individual coefficient. Hence, generally, a coefficient in row  and column  is quantized to . Among the various quantization methods, 
· Element-wise quantization (Alt1 and Alt4) only consist of the middle matrix, a coefficient is quantized to . In addition, Alt4 comprises an unequal quantization method where the first coefficient in each row is quantized with a higher resolution than the rest coefficients.
· Differential quantization (i.e., Alt2) has a similar structure to R15 which contains the left wideband beam amplitude matrix and the middle matrix for the differential part, so that a coefficient is quantized to . 
· Kronecker quantization (Alt3) has a 2D-differential structure with all the three parts, so that a coefficient is quantized to . 
Differential quantization is favoured in R15 type II CSI. This is because in R15 the quantization is performed to frequency domain coefficients, which has a relatively high correlation across subbands, so that the dynamic range is relatively small and 1-bit differential quantization (for ) suffices to provide good performance. However, in R16, the quantization is performed w.r.t the coefficients after compression, and those coefficients may have large dynamic range. To capture the large dynamic range, 2/3-bit differential quantization (for ) is needed. A comparison is shown in Figure 7-10 with the alphabet summarized in Table 2. We can see differential quantization achieves similar overhead-throughput trade-off to element-wise quantization (Alt1). However, from UCI design perspective, element-wise quantization is simpler than differential quantization.
For Alt3, as mentioned in our contribution submitted to previous meeting [4], it achieves large performance loss compared to other quantization schemes. The main reason is that 1-bit differential amplitude for  does not suffice to capture the large dynamic range. For instance, considering there are two taps for beam 0 and 1 and the coefficient matrix before quantization writes as , then we have , ,  and  . Hence, the quantization results would be . (Similarly, if use {0,1} as the alphabet for the differential part, then for a coefficient matrix before quantization writes as , the quantization results would be .)
For Alt4, since each beam may have a specific power profile, the first coefficient for each beam may not be always the strongest coefficient in each row. Thus, always quantizing the first coefficient with a higher resolution may not lead to a better performance than Alt1. On the other hand, Alt4 forces first basis to be included in the basis selection. However, this constraint may not adapt to all practical scenarios.
Table 2: Quantization alphabet used in Alt1A, Alt1B, Alt2 and Alt3
	
	
	
	

	Alt1
	N/A
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	;
 

	Alt2-a
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	{0, -1.5, -3, -inf}dB
	; 
 

	Alt2-b
	{0, -0.75, -1.5, -2.25, -3, -3.75, -4.5, -5.25, -6, -6.75, -7.5, -8.25, -9, -9.75, -10.5, -inf}dB
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	; 
 



[image: ]Figure 7. Cell edge performance of different quantization schemes with 3-bit phase quantization.
[image: ] Figure 9. Cell average performance of different quantization schemes with 3-bit phase quantization.
[image: ]Figure 8. Cell edge performance of different quantization schemes with 4-bit phase quantization.
[image: ] Figure 10. Cell average performance of different quantization schemes with 4-bit phase quantization.
To sum, we have the following observation from the simulation results:
Observation 7: 2D-differential quantization with 1-bit differential part achieves significant performance loss than 1D-differential quantization method and individual quantization methods.
Observation 8: 1D-differential quantization with 2/3-bit differential part achieves similar performance and overhead as individual quantization, but the more complicated in UCI design.
Based on the observation, we propose
Proposal 7: For R16 type II CSI enhancement, support individual quantization of each coefficient.
Codebook design for RI > 2
Extending frequency compression codebook to rank 3-4
In RAN1 #95b, following agreement was made regarding the codebook design for rank 3 and 4.
Agreement
The study and, if needed, work on Type II higher rank extension is performed as follows:
· Only for rank 3 and 4 by taking into account the outcome of Type II overhead reduction for rank 1-2
· Simple extension of Rel.15 Type II without any additional optimization (which results in ~3-4x overhead over rank-1) is ruled out.
One of the main design criterions is minimizing the overall payload while maintaining good performance. If the overhead scales linearly with rank, there would be too many payload hypotheses. If the gNB allocates UL resources according to the payload of the highest rank, there would be resource waste; if the gNB allocates UL resources according to an average payload, CSI omission would be performed if the UE reports high rank or the CSI is multiplexed with data. 
Another design criterion is that rank-2 and rank-4 codebook shall follow a unified structure. That is, the calculation of rank-2 CSI and rank-4 CSI should share some common intermediate procedures. In this way, the result of rank-2 CSI can be considered as the two layers of rank-4 with minor changes. This criterion eases CSI computation complexity and minimizes spec effort.
Following these two criterions, the following scheme can be considered as a candidate design for rank 3-4.
· For rank 3-4 type II codebook with frequency domain compression, a precoder for a layer across all the PMI subbbands is given by a  matrix, , where
·  is the  spatial domain beams common to all layers.
·  is the  compression bases for layer . 
·  is the  coefficient matrix for layer , where a subset  of  coefficients are reported and the unreported coefficients are set to zeros. 
· Across all layers, the total number of reported coefficients , where  is configured by the gNB. The value of  for rank-4 may be 2x or 3x (or more) the total number of coefficients for rank-1.
· UE reports  in the 1st part of UCI and use bitmap to indicate the indices of  coefficients for layer .
As mentioned above, we can see that as the total payload is dominated by , gNB could limit the total overhead for rank-4 by configuring  close to that of rank-2. Besides, the codebook maintains the structure designed for rank 1-2. The proper value of  shall be justified via simulation. 
Simulation results are illustrated in Figure 11 and 12. The baseline is straightforward extension of R15 type II to rank 3-4 without any overhead optimization. The red curve is plotted by straightforward extension of the rank 1-2 type II codebook with frequency compression to rank 3-4, where each layer reports  coefficients out of the  grid (the payload scales with rank). The green curve is plotted with our proposal, where  coefficients is reported across all layer if rank 3-4 is reported while  coefficient is reported per layer if rank 1-2 is reported. Hence, with our proposal, the total number of coefficients for rank 1, 2, 3 and 4 are , , , , respectively, meaning that the payload for rank-4 is the same as the payload for rank-2. 
As shown in Figure 11 and 12, with our approach, similar performance can be obtained with nearly half payload. The main reason is that the number of non-zero coefficients may be quite diverse across layers, and a weaker layer is likely to have a larger number of non-zero coefficients than a stronger layer as illustrated in Figure 13. Intuitively, this is because the stronger layer may associate with few dominant taps and those taps are much stronger than the other taps, so the number of non-zero coefficients after quantization may be small. However, the weaker layers may associate with weak but more clusters, so that the taps in the delay profile may have comparable strength and the number of non-zero coefficients after quantization may be larger than that of stronger layers.
Moreover, from UCI design perspective, having a constraint on the total number of coefficients shall be sufficient to control the total overhead. This is because bitmap has been adopted to report the non-zero coefficients, and its payload is only dependent on the number of basis, rather than the max number of non-zero coefficients per layer.
[image: ]Figure 11. Cell average performance of proposed rank 3-4 codebook
[image: ] Figure 12. Cell centre performance of proposed rank 3-4 codebook
[image: ]
Figure 13. CDF of number of non-zero coefficients across layers.
To sum, we have the following observation
Observation 9: The actual number of coefficients for weaker layers may be greater than the actual number of coefficients for stronger layers.
Observation 10: Compared to having a per-layer constraint on the number of non-zero coefficients, allowing UE to freely assign the total number of non-zero coefficients across layers achieve similar performance but with around half payload reduced.
Based on the discussion, we propose
Proposal 8: Rank 3-4 type II codebook and rank 1-2 type II codebook shall have a unified structure.
Proposal 9: For rank 3-4 type II codebook with frequency domain compression, support configuration of a max total number of coefficients across all layers, denoted by . The assignment of  among all layers is upto UE.
Other schemes
Exploiting orthogonality and unit norm of each layer
When a  being 2x the total number of coefficients for rank-1 is configured, it implies that there would be higher compression ratio for rank-4 than rank-1 or rank-2. More specifically, for rank-4, UE reports  out of  total coefficients, while UE reports  out of  total coefficients for rank-1. The compression ratio for rank-4 is half of the compression ratio of rank-1. Such aggressive compression ratio may lead to relatively large performance loss compared to configuring  being 4x the total number of coefficients for rank-1. To address this issue, enhancement can be achieved by exploiting the orthogonality among layers and unit-norm of each layer. To be specific,
· For the first layer, due to unit-norm of the precoder, UE only needs to perform compression/quantization for  beams, i.e.,  coefficients; 
· For the second layer, due to unit-norm of the precoder and orthogonality to the first layer, UE only needs to perform compression/quantization for  beams, i.e.,  coefficients;
· For the third layer, due to unit-norm of the precoder and orthogonality to the first two layers, UE only needs to perform compression/quantization for  beams, i.e.,  coefficients;
· For the fourth layer, due to unit-norm of the precoder and orthogonality to the other three layers, UE only needs to perform compression/quantization for  beams, i.e.,  coefficients;
Consequently, the total number of coefficients for rank-4 is . However, the main problem is that to calculate CQI, UE needs to compute the coefficients associated with the unreported beams by exploiting unit-norm and orthogonality among layers, while the gNB also needs to reconstruct the PMIs by exploiting unit-norm and orthogonality among layers. The computation precision at UE and gNB may be different, thus degrading the accuracy of CQI report. Hence, further study is needed to justify the performance.
Extending R15 type II codebook to rank 3-4 with overhead optimization
The scheme proposed in Section 6.1 is designed for 4Rx UEs which can support frequency compression codebook. However, this feature may not be applied to some 4Rx UEs that does not support frequency compression codebook. To this end, there may be a second direction for designing type II rank 3-4 codebook – extend rank 1-2 R15 type II codebook to rank 3-4 with overhead reduction, which results less than 3~4x overhead over rank-1.
Following includes the details of the scheme, the key idea is to limit the number of leading beams across all layers to be 1x or 1.5x to that of rank-2.
· For rank 3-4 type II codebook without frequency domain compression, a precoder for a layer on a subband is given by , where
·  is the spatial beam common to all layers.
·  is the wideband amplitude reported particularly for layer  and beam .
·  is the subband amplitude reported for layer , beam  on subband . 
· Only reported for some significant layers and beams; for the insignificant layers and beams, set  .
· Among all layers, the total number of beams with  report is equal to , where  is configured by gNB and  refers to the number of non-zero beams for layer . The value of  may be 3x or 2x the total number of coefficients for rank-1.
·  is the phase reported for layer , beam  on subband .
· Among all layers, for the  beams with  report,  is reported with 3-bit phase quantization; for the rest non-zero beams,  is reported with 2-bit phase quantization.
Besides, the method discussed in Section 6.2.1 can be applied to extending R15 rank 1-2 type II codebook to rank 3-4, where UE determines  leading beams across  beams across 4 layers.
Proposal 10: Support rank 3-4 type II codebook without frequency domain compression by extending R15 rank 1-2 codebook. Support configuration of a max total number of leading beams across all layers, denoted by . The assignment of  among all layers is upto UE.
Conclusion
In this contribution, we discuss the open issues related to type II CSI enhancement, including compression basis selection, values of M and K0, number of FD compression units, quantization methods and extension to rank 3-4. Based on the following observation,
Observation 1: Free selection for size-K0 subset and layer-independent basis/coefficient selection accommodate more practical scenarios.
Observation 2: Polarization-common selection for size-K0 subset may have larger overhead than free selection for size-K0 subset. Layer-common coefficient selection may also have larger overhead than layer-independent coefficient selection.
Observation 3: Layer-common basis/coefficient selection cannot reuse the result of rank-1 CSI.
Observation 4: From UCI perspective, since bitmap is used for indicating the coefficients, configuring a total number of coefficients across all layers is sufficient for the gNB to control the total overhead.
Observation 5: Alt1 with extrapolation achieves better performance for edge SBs.
Observation 6: Alt2 with segmentation has a larger spec effort and the performance gain for large delay spread and/or bandwidth can be leveraged by two separate CSI configurations.
Observation 7: 2D-differential quantization with 1-bit differential part achieves significant performance loss than 1D-differential quantization method and individual quantization methods.
Observation 8: 1D-differential quantization with 2/3-bit differential part achieves similar performance and overhead as individual quantization, but the more complicated in UCI design.
Observation 9: The actual number of coefficients for weaker layers may be greater than the actual number of coefficients for stronger layers.
Observation 10: Compared to having a per-layer constraint on the number of non-zero coefficients, allowing UE to freely assign the total number of non-zero coefficients across layers achieve similar performance but with around half payload reduced.
We propose:
Proposal 1: for size-K0 subset selection, support unrestricted selection among the 2LM coefficients using 2LM bitmap.
Proposal 2: for basis/coefficient selection of RI=2, support layer-independent FD basis subset selection, layer-independent coefficient subset selection.
Proposal 3: Support .
Proposal 4: Support large values , .
Proposal 5: For RI > 1, support configuration of a total number of coefficients across layers and the assignment of number of coefficients is upto UE.
Proposal 6: when the number of PMI SBs is greater than 13, perform extrapolation to the configured PMI SBs so as to have a number of PMI SBs equal to the smallest  that is greater than the number of configured PMI SBs.
Proposal 7: For R16 type II CSI enhancement, support individual quantization of each coefficient.
Proposal 8: Rank 3-4 type II codebook and rank 1-2 type II codebook shall have a unified structure.
Proposal 9: For rank 3-4 type II codebook with frequency domain compression, support configuration of a max total number of coefficients across all layers, denoted by . The assignment of  among all layers is upto UE.
Proposal 10: Support rank 3-4 type II codebook without frequency domain compression by extending R15 rank 1-2 codebook. Support configuration of a max total number of leading beams across all layers, denoted by . The assignment of  among all layers is upto UE.
Appendix
Table 6, Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban.

	Frequency Range
	FR1 only, 4GHz.

	Inter-BS distance
	200m

	Channel model
	According to the TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
· 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) Type II overhead reduction

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Number of RBs
	52 for 15 kHz SCS

	Number of RB per subbands
	8

	Simulation bandwidth
	10 MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 12 layers  for MU-MIMO

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes
Other FTP model is not precluded.

	Traffic load (Resource utilization)
	· 50%

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC as the baseline receiver
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