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In RAN1 1901 AH meeting, much progress was achieved on the codebook design for Type II CSI enhancements. However, a number of open issues remain to be decided in this meeting.
According to FL summary, the following open issues shall be discussed at RAN1#96:
1. Finalize incomplete agreements from RAN1 NR-AH 1901:
a. Subset selection for 1st layer (subset design, )
b. Values of M (down select) and N3 (down select for larger # units)

2. Agree on (finalize) the following components for DFT-based compression:
a. LC coefficient quantization
b. Basis/coefficient subset selection for RI=2

3. SLS comparison and discussion for Type II rank >2 extension
a. Categorize proposed schemes

In this contribution, we present our view on the above open issues.
Basis subset selection
In RAN1 1901 AH meeting, the following agreements where achieved regarding basis subset selection:
Agreement
On basis/coefficient subset selection for the first layer, the following is supported:
· Common selection for all beams with size-K0 subset of 2LM reported 
· The value of K0 is configured via higher-layer signaling
· The number of reported non-zero coefficients can be smaller than or equal to K0
Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices

There are thus two issues requiring downselection in RAN1#96, size-K0 subset design and the supported values of beta.
Related to the first issue is if the same or different basis vectors are selected for the different layers, as captured by the RAN1#95 agreement:
Agreement: 
In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· Alt2. Basis subset selection () for the 1st can be different from 2nd layer
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

In fact, the subset design issue and basis selection issues can be considered jointly, and we have the following alternatives:
	Scheme
	Basis subset and size-K0 coefficient sub-selection

	
	Basis subset selection for layers
	Size-K0 coefficient sub-selection
	Rank-2 Overhead for basis and subset indication [bits]

	
	
	Layer-wise
	Polarization-wise
	

	A
	Independent
	Independent
	Independent
	+= 156

	B
	Independent
	Independent
	Common
	+= 100

	C
	Common
	Independent
	Independent
	+=134

	D
	Common
	Independent
	Common
	+=76

	E
	Common
	Common
	Independent
	+=76

	F
	Common
	Common
	Common
	+=48



The total overhead is , where  bits for the considered systems, which is:
· L=4 beams
· M=7 FD-components
· R=2
· , implying 
· = non-zero coefficients
The performance vs overhead trade-off for the different schemes are presented in Figure 1, where the average performance gain w.r.t SU-MIMO with Type I CSI is presented.
[image: ]
[bookmark: _Ref1133626]Figure 1: Performance of basis subset selection scheme 

As can be observed from the Figure, the different schemes have different performance/overhead tradeoff, with an almost linear “trendline”, and so, it is difficult to decide what overhead is tolerable and which scheme should be selected.  However, we make these observations from the results:
Layer-common basis selection gives only a small performance loss compared layer-independent basis selection (and actually a small gain when polarization-independent subset selection is used)
Similar rank-2 overhead and performance for Schemes D & E
Using both polarization-common and layer-common subset gives too low performance
Based on these observations, we can conclude that layer-common basis selection likely is a good design choice.
[bookmark: _Toc1201308]Support layer-common basis subset selection
The next issue is to determine whether subset selection should be completely independent, or one of polarization-common or layer-common. Based on the observations, we see that for rank-2, layer-common and polarization-common subset selection result in almost identical performance and overhead. For the rank-1 case, polarization-common have lower overhead compared to layer-common subset and should therefore be preferred. However, even though some overhead can be saved with polarization-common subset selection compared to independent subset selection, the performance loss may be too large. The subset selection implementation at the UE also becomes more complex if polarization-common subset is used, which should be considered. Another thing to keep in mind is that simplistic polarization and antenna models which do not necessarily reflect a realistic antenna at the UE are used in RAN1. That is, the simulated antenna patterns may have much more similar spatial/polarization properties than a realistic antenna, implying that the performance of polarization-common subset selection may be lower in practice.
[bookmark: _Toc1201309]Support layer-independent and polarization independent coefficient selection


Overhead calculation
For reference, we provide the assumed overhead calculation for the proposed schemes below.
· SB-basis overhead (for all layers)
· L-beam selection: bits
· Rotation: 
· FD-basis overhead (per layer or joint across layers)
· Rotation: bits
· Basis indication:  bits
· Coefficient feedback 
· WB Amplitude (assuming quantization Alt 2A):
· Strongest coefficient indicator: bits
· WB amplitude coefficients: bits
· ”SB” phase and amplitude
· Number of non-zero coefficient indicator:  bits
· Subset indication:
· Layer indep & pol indep:		 bits
· Layer indep & pol common:  	rank bits
· Layer common & pol indep:   	2 bits
· Layer common & pol common:	 bits
· Coefficients:  bits
Value of K0
The other open issue is the value of K0 which needs to be settled. To evaluate this, we consider the following setup:
· Sweep , 
· L={2, 4} beams, M={4, 7} FD-components
· 10 MHz BW, R=2, N3=26
· Independent basis/coefficient selection for layer/pol
The results are provided in Figure 2 below where each point on a curve corresponds to one  value. We first observe that in general 
 results in too high overhead which does not meet overhead reduction targets. Furthermore, too high value of  does not yield good performance/overhead tradeoff as many zero coefficients are included in the report
On a similar note,  only includes around on coefficient per beam/polarization in most cases and so has a difficult in capturing any beam which experiences delay spread. This results in too low performance.
 results in too low performance gain
On the other hand, the remaining two values of  seem to result in good performance/overhead tradeoff. Therefore, it is proposed that:
[bookmark: _Toc1201310]The allowed values of  is ½ and ¼ 
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[bookmark: _Ref1143624]Figure 2: Performance vs overhead for different values of K0


Quantization of LC coefficients
In RAN1#95, the following agreements were reached regarding LC coefficient quantization:
Agreement: 
For each layer, the following alternatives for quantizing each of the coefficients in are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2C. Rel.15 3-bit wideband amplitude + Rel.15 QPSK and 8PSK wideband co-phasing for each beam, 2/3-bit differential amplitude and co-phasing for FD coefficients;
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase

In our understanding, the coefficient calculation procedure for the different alternatives can be summarized as follows.  In all alternatives, the feedback coefficient for each SD- and FD-basis vector pair is calculated based on the unquantized coefficient  .
In Alt 1, the unquantized coefficients are first normalized with the strongest coefficient in the matrix  and then the amplitude and phase of  is quantized directly resulting in . This is a quite simple scheme but may have issues with dynamic range of the amplitudes, since moderate taps of the moderate beams may lie outside of the dynamic range if normalization is done by the strongest coefficient.
To solve this issue, Alt 2 was proposed, where the amplitude coefficient is split into an per-beam average (“wideband”) amplitude  and a per-coefficient amplitude  as. The WB amplitude per beam  can be calculated exactly as for Rel-15 type II CSI, and to calculate , a row-wise normalization of the coefficient matrix can be done, so that the amplitude of the strongest coefficient for each beam is set to one and the remaining coefficients are quantized with respect to the strongest beam. By normalizing the coefficients with it is assured that each row of the coefficient matrix is normalized to the WB power of the beam.
 Alt 3 can be seen as to be based on a Kronecker product between a beam amplitude vector and a FD-basis amplitude vector, with a bitmap in between where the K0 non-zero coefficient are selected.

Based on offline discussions, some alternatives have further been merged together or further refined. Based on our understanding, the following proposals are being discussed.
Alt 2M:
· UE reports the following amplitudes of the coefficients in , for each spatial beam
· The amplitude of the strongest coefficient per beam
· Quantized with A=4 bits: 
· The differential amplitudes of the coefficients w.r.t. the strongest coefficient in this beam
· Quantized with B bits. B = 2 or 3, which is configurable
· For B=2, the alphabet is 
· For B=3, the alphabet is 
· UE reports the phases of the coefficients in . 
· Phases are quantized with C = 3 bits (8PSK) or 4 bits (16PSK), which is configurable




Alt 4M:
Denote the LC coefficient associated with beam  and frequency unit  as , and the strongest coefficient (out of the  non-zero coefficients reported using the bitmap) as . The non-zero LC coefficients are quantized and reported as follows:
· : amplitude and phase are not reported. Instead, a -bit indicator for the strongest coefficient index  is reported
· : 4-bit amplitude and 16PSK phase
· Value set for the 4-bit amplitude:  [-1.5dB step size]
· : 3-bit amplitude (using Rel.15 Type II amplitude value set), and either 8PSK or 16PSK phase (configurable) 

Comparison between the different schemes
To compare the different quantization schemes, we present evaluate using the following setup:
· Sweep , 
· L=4 beams, M=7 FD-components
· 10 MHz BW, R=1, N3=13
· Independent basis/coefficient selection for layer/pol
In Figure 3, preliminary results using FB evaluations are presented plotted against the rank-2 overhead. An immediate observation is that the different schemes perform roughly the same. However, for , the alternatives 2-X seems to give a lower performance than Alt 1B and Alt 4M, even though the overhead is larger. For  though, the performance of Alt 1B is poor, likely due to the lower dynamic range offered, whereas Alt 2A, 2M and Alt 4M yield good performance.
For , the alternatives 2-X seems to give a lower performance than Alt 1B and Alt 4M
For , the Alt 1B sees around 1% performance loss compared to Alt 2A and 2M

[image: ]
Figure 3: Performance of different quantization schemes
As Alt 4M results in goof performance both for  and , as well as because it is a bit less complex than the Alt 2-X and only require a single amplitude coefficient, it is slightly preferred.
[bookmark: _Toc1201311]For LC quantization, support Alt4M, where amplitudes of coefficients with the strongest FD-component are quantized with 1 more bit
Segmentation or padding for larger number of FD-units
In RAN1 AH 1901, it was decided to, for larger number of FD-units, use a different approach for performing the FD DFT. Either by padding the subbands so that the number of FD-units are a multiple of 2,3, or 5, or to segment the bandwidth into two segments. There was also to alternatives for how to decide the number of FD-units M.
Agreement

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 


Agreement:
 The value of M is higher-layer configured 
· FFS: Whether UE reporting smaller value of M (in addition to the configured M) is supported 

Agreement



[bookmark: _Hlk536009008]Values of N3: For  and NSB is # CQI subbands, when , 


Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5

For further study for evaluation of MU-CSI

Use the following criteria and guideline to compare Alt1 and Alt2 for down selection of N3 when .
[bookmark: _Ref526296353][bookmark: _Ref526296347][bookmark: _Ref529369183]Table 1 Criteria for evaluation
	Criteria
	Comment

	Performance-overhead tradeoff (UPT vs. overhead)
	· On Alt1, whenever padding is necessary, companies should describe their (assumed) padding scheme/algorithm.
· On Alt2, companies should describe their (assumed) segmentation scheme.
· For both alternatives, gNB receiver operation (e.g. how to handle padding or segmentation and the associated precoders/PMIs) can also be stated.
· Bandwidth = 20 MHz and/or 50 MHz, 30kHz SCS, R=1 and/or 2, different N3 values (ranging from small to large)

	Specification and/or implementation complexity
	· Additional specification components, e.g. for Alt2, consider the benefit(s) over using 2 reporting settings
· Additional effort to implement PMI search algorithm and UCI processing



In our understanding, the two alternatives of the value of M are coupled with the value of N3, i.e. if segmentation is used or not. If segmentation is not used, the maximum number of PMI subbands is  which would imply that either  is selected if Alt 1 is assume, or  if Alt 2 is used. Clearly, it would be difficult to achieve either overhead reduction or good performance/overhead tradeoff if 18 FD-components are used since the bitmap for coefficient sub-selection alone would constitute 2*4*18=144 bits. However, if segmentation is applied, according to the agreed expressions for calculating the codebook parameters, N3 is the number of PMI subbands in each segment, which in this example would be  which would result in  for Alt 1 or   for Alt 2. I this case Alt 1 would result in too small FD-basis.


The number of basis vectors equal to  is appropriate if segmentation is not used and  is appropriate if segmentation is used

Thus, in order to determine the value of M, we first need to determine if padding or segmentation approach shall be used when .

To evaluate the two alternatives, we set up the following scenario.
For “20 MHz” and 30kHz SCS, we consider R=2 and 42 PRB CSI reporting band definition and evaluate 3 systems:
· No DFT padding: 
·  FD-units, which implies  
· DFT padding
·  FD-units, which implies  
· Last subband is duplicated 3 times to pad the DFT
· Segmentation
· Two segments, using  and  FD-units, respectively
·  and , respectivly
The value of K0 is swept for each scheme, taking the values , . 
The results are presented in Error! Reference source not found., here the relative performance versus Rel-15 Type II with L=2 is shown plotted against the rank-2 overhead. Compared to “No DFT padding”, i.e. using the same approach as for <= 13 FD-units, the DFT padding approach results in some performance loss, around 2%. To us it is not clear that the resulting performance loss is proportionate to the reduction in UE complexity (which should be quite limited). For the segmentation approach, it is difficult to find good overhead / performance tradeoff, since two sets of coefficients needs to be include din the report instead of one, which essentially double the overhead for a given value of K0. To reach reasonable overhead, K0 needs to be configured with a smaller value. However, compared to the approaches without segmentation, the performance is lower for a given overhead and so the segmentation approach does not seem favorable, especially taking into account that it may increase UE complexity

DFT padding results in around 2% loss compared to No DFT padding
Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation 

[image: ]
Figure 4: Performance vs overhead for padding and segmentation approaches
Based on the above observations, if downselection needs to be made, the DFT padding approach is the only viable choice. However, it would be more preferable if no DFT padding needs to be applie din order to maximize the attainable performance with Rel-16 Type II.


[bookmark: _Toc1201312]When ,support either free selection of N3  or selecting N3 as the smallest multiple of 2, 3, or 5 which is  


Conclusion
Based on the discussion in this contribution we make these proposals:
Proposal 1	Support layer-common basis subset selection
Proposal 2	Support layer-independent and polarization independent coefficient selection
Proposal 3	The allowed values of  is ½ and ¼
Proposal 4	For LC quantization, support Alt4M, where amplitudes of coefficients with the strongest FD-component are quantized with 1 more bit


Proposal 5	When ,support either free selection of N3  or selecting N3 as the smallest multiple of 2, 3, or 5 which is  


Appendix
Table 1: SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only) 

	Carrier frequency
	4GHz

	Inter-site distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ 
100 deg tilt


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Simulation bandwidth 
	Case 1: 100 MHz with 30kHz SCS 
Case 2: 10 MHz with 15kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 8 layers

	CSI feedback 
	· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	Up to 2 port DMRS (pseudo-orthogonal DMRS ports used)
CSI-RS overhead included
TRS overhead included 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes


	Traffic load (Resource utilization)
	· 70 % for CSI overhead reduction

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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