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Background
In RAN-P #81, the work item on multi-RAT dual-connectivity and carrier aggregation enhancements was approved. One of the objectives of this work item is to devise schemes for allowing cross-carrier scheduling with different numerologies as follows:
· Cross-carrier scheduling with different numerologies on the scheduling and scheduled carriers [RAN1, RAN2, RAN4]
· This objective applies to CA only.
· Target completion by RAN#84.

In RAN1 AH1901, the following conclusions regarding cross-carrier scheduling with different numerologies were made:
Conclusion:
All the following 4 cases can be considered further, while there was yet no consensus if all the cases will be eventually specified. To be discussed further after work on solutions has progressed.
1. Support scheduling cell of lower SCS and scheduled cell of higher SCS downlink
2. Support scheduling cell of lower SCS and scheduled cell of higher SCS uplink
3. Support scheduling cell of higher SCS and scheduled cell of lower SCS downlink
4. Support scheduling cell of higher SCS and scheduled cell of lower SCS uplink

Conclusion:
Study further at least the following:
· Determine the first possible PDSCH starting point based on the timing of the last or first symbol of the scheduling PDCCH.
· Both Type A and Type B PDSCH allocation should be considered
· Consider a possibility for introducing a single solution for Type A and Type B PDSCH allocation
· PDCCH position cases 1-1, 1-2 and 2 should all be considered

The remaining issues for cross-carrier scheduling for different numerologies will be discussed in this contribution.


[bookmark: _Toc503314554][bookmark: _Toc503531337]Discussion
[bookmark: _Ref503531383]Summary of Identified Issues
Cross-carrier scheduling issues for different numerologies are summarized in the table below. “Yes” means there are potential issues. The cases to consider are: (i) Larger SCS scheduling smaller SCS, (ii) Smaller SCS scheduling larger SCS, and in general, cross-band scheduling either within or across FR1 and FR2.

	Identified Issues
	(i) Larger SCS  Smaller SCS
	(ii) Smaller SCS  Larger SCS

	Extra buffering requirement for DL
	No (for a reasonable implementation)
	Yes (typically)

	Challenging non-causal processing
	Depends (Need to clarify which slot can schedule and any other constraints; Less issue if a simple scheme is adopted)
	Yes (typically DCI is available later on smaller SCS than on larger SCS)

	QCL assumption
	Three scenarios need to be considered:
- FR1 scheduling FR2
- FR2 scheduling FR1
- Between different bands within the same FR.

	CCE/BD limits & overbooking handling
	Depends (No issue if a simple scheme is adopted)
	Depends (No issue if a simple scheme is adopted)

	Number of valid DCI capability
	Depends (No issue if a simple scheme is adopted)
	May have impact to UE capability



There is a strong use case for FR1 scheduling FR2. This is because FR1 (i.e. sub6) tends to have better coverage and it is more reliable to deliver DL control information on FR1. Cross-carrier scheduling can be an effective way for delivering DL control information for FR2 on FR1. Consequently, the case of a carrier with smaller SCS scheduling another with larger SCS should be specified with high priority. On the other hand, it is not clear there would be a strong use case for cross-carrier scheduling from FR2 to FR1. 
There could be some limited use cases for a carrier with large SCS scheduling another one with smaller SCS. For example, within the same frequency range, there might be a use case for a 30kHz SCS carrier scheduling a 15kHz SCS carrier. Typically, the ratio of SCS between the scheduling and scheduled carrier would not need to be greater than a factor of 2. Restriction on the SCS ratio can be one way to keep the additional complexity within reasonable level.
Considering the specification effort and the limited time available, we recommend the following prioritization:
1. Small SCS -> Large SCS is prioritized and supported in Rel-16
2. Large SCS -> Small SCS can be supported in Rel-16 if the additional complexity and specification effort is small.
It should also be observed that cross-carrier scheduling with different numerologies support was close to being specified in Rel-15 but pushed out to Rel-16 only marginally. The specification work has to be complete by June and there are only three meetings to work out all the details. Therefore, simple solutions that support the basic functionalities should be preferred. 
[bookmark: _Toc1128287][bookmark: p1]Proposal 1: Support for cross-carrier scheduling with different numerologies can be prioritized as follows:
· The feature for carriers with small SCS cross-scheduling large SCS is prioritized and supported in Rel-16.
· The feature for carriers with large SCS cross-scheduling small SCS can be supported in Rel-16 if the additional complexity and specification effort is small. Restrictions on the supported scenarios (e.g. SCS ratio) should be considered.

Issues of Extra Buffering and Causality
[bookmark: _Ref1045879]Extra buffering requirement without a non-zero scheduling offset
Compared to the self-scheduling baseline, the buffering requirement for cross-carrier scheduling can be higher due to worse PDCCH timeline, if there is no scheduling offset (e.g. k0=0, or restriction on the relative timing between PDCCH and PDSCH). This is evident for the scenario where the carrier with larger SCS schedules the one with smaller SCS.
	Self-scheduling: CC2 is scheduled by itself, k0=0
[image: ]

	Cross-carrier scheduling: CC2 is scheduled by CC1, k0=0 is allowed
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The extra buffering requirement is due to the extra latency for PDCCH scheduling CC2 being decoded based on CC1 timeline, relative to the self-scheduling case for which PDCCH can be decoded based on a tighter timeline.
On the first order, the extra buffering requirement is proportional to the following expression (parameters are for the scheduled carrier):
N_RB * ceil( ((X_CC1+Y_CC1) – (X_CC2+Y_CC2)) / T_sym )
Where,
N_RB - Number of RB in active DL BWP of the scheduled CC
T_sym – symbol duration for the scheduled CC
X_CC1 - End of last symbol of PDCCH for the scheduling CC
Y_CC1 - PDCCH processing delay for the scheduling CC
X_CC2 - End of last symbol of PDCCH for the scheduled CC for the case of self-scheduling
Y_CC2 - PDCCH processing delay for the scheduled CC for the case of self-scheduling

From the above expression, the following observations can be made.
[bookmark: _Toc1128281][bookmark: o1]Observation 1: Unless the operating bandwidth (e.g. number of RBs for the same SCS) supported on the scheduled carrier is intended to be different between self-scheduling and cross-carrier scheduling mode of operation, the bandwidth of the scheduled carrier is not a direct factor in determining the scheduling restriction for cross-carrier scheduling.
[bookmark: _Toc1128282][bookmark: o2]Observation 2: Assuming the PDCCH processing delay is the same between self-scheduling and cross-carrier scheduling, the extra buffering requirement for cross-carrier scheduling is solely dependent on the timing difference for the end of the last symbol of scheduling PDCCH. The start of the scheduling PDCCH symbols is not a direct factor.

[bookmark: _Toc1128288][bookmark: p2]Proposal 2: The timing of the end of the last symbol of the scheduling PDCCH should be used as the reference for determining the timing of the first possible PDSCH starting point.

Buffering requirement and timeline analysis
For the scenario in which a carrier with smaller SCS schedules another carrier with larger SCS, it has been shown in Section 2.2.1 that if no additional scheduling offset (for PDSCH relative to PDCCH) is put in place, extra buffering would be required. It is common understanding that the scheduling offset can be defined such that the buffering requirement would not exceed the self-scheduling case. In the strictest form, such scheduling offset requirement can be expressed in symbol-level granularity. In this section, detailed timeline analysis and buffering requirement analysis are shown, to help us understand the factors impacting the timeline, buffering requirement, and the required scheduling offset to maintain the same buffering requirement on the UE.
More specifically, assume certain amount of memory is already provisioned for self-scheduling for certain number of PDCCH symbols and PDCCH processing delay (i.e. the self-scheduling baseline), to support cross-carrier scheduling without extra memory requirement, the required scheduling offset, as defined in terms of the time offset between the earliest starting point for PDSCH and the end of the last PDCCH symbol, can be determined based on the following factors:
· Difference in the end of last PDCCH symbol between the self-scheduling baseline and the cross-carrier scheduling case
· Difference in PDCCH processing time between the self-scheduling baseline and the cross-carrier scheduling case
· Whether memory is provisioned for the full BW in the symbols where PDSCH and PDCCH are frequency-multiplexed for the self-scheduling baseline
· Any other timing difference not already accounted for in the above (e.g. carrier timing difference such that the scheduling carrier is delayed w.r.t. to the scheduled carrier)

It would help the discussion to look at an example illustrated below. The self-scheduling baseline has the following timeline and buffering characteristics:


Above can be easily extended to Type B PDSCH allocation, for which PDSCH has to start after the end of the PDCCH. This means there is no frequency-multiplexing of PDSCH and its associated PDCCH. Above discussion is also not limited to PDCCH position Case 1 and is generally applicable to Case 1-2, and Case 2 as well.
The earliest starting point of PDSCH, with respect to the end of the last PDCCH symbol on the scheduling carrier, can be calculated based on the following expression:
T_earliest_PDSCH = T1+T2+T3+T4
Where
	Time
component
	Description
	Value (in number of slots)  for above example

	T1
	The timing offset from the end of the last PDCCH symbol for the self-scheduling baseline to the earliest starting point of PDSCH
For Type B PDSCH allocation, T1 = 0
	-2

	T2
	Incremental PDCCH processing delay (for cross-carrier scheduling compared to self-scheduling)
	1

	T3
	Number of symbols to skip due to memory constraints (e.g. memory is not provisioned for the full PDSCH BW for the self-scheduling baseline for the symbols where PDCCH and PDSCH multiplex)
Typically, for Type A PDSCH allocation, T1+T3 = 0
For Type B PDSCH allocation, T3 = 0, and T1+T3 = 0
	2

	T4
	Any other timing difference / time margin
(time margin can be due to UE implementation)
	0



In the example, T1=T3, T4=0, as a result, the required scheduling offset is simply T2.
Based on above example and analysis, the following observations can be made:
[bookmark: _Toc1128283][bookmark: o3]Observation 3: BD/CCE limit decision for cross-carrier scheduling may have an impact to the earliest start time for PDSCH.
[bookmark: _Toc1128284][bookmark: o4]Observation 4: Even for Type A PDSCH allocation, the memory provisioned for the N symbols where PDCCH and PDSCH potentially frequency-multiplex for the self-scheduling baseline may not be capable to support the full buffering of N PDSCH-only symbols for the cross-carrier scheduling case. As a result, it is practical to assume the earliest starting point of PDSCH should be later than the end of the last PDCCH symbol.
[bookmark: _Toc1128285][bookmark: o5]Observation 5: Realistic time margin should be provisioned to take into account UE implementation effects. For example, additional PDCCH processing time delay for cross-carrier scheduling with respect to the self-scheduling baseline.

[bookmark: _Toc1128289][bookmark: p3][bookmark: _Hlk1128228]Proposal 3: Use Alt-6 in feature lead’s summary (R1-1901458) as the starting point for discussion: “PDSCH must start LATER in time than the PDCCH ends”. Further discuss “how much later”.

[bookmark: _Toc1128286][bookmark: o6]Observation 6: Adopting Alt-6 “PDSCH must start LATER in time than the PDCCH ends” for cross-carrier scheduling with different numerologies can potentially enable a unified solution for Type A and Type B PDSCH allocation.

Effects of non-zero minimum k0
Another scenario is when the SCS of the scheduling carrier is much smaller than that of the scheduled carrier, slot level non-causality may result. For example, the scheduling carrier’s SCS is 15kHz and the scheduled carrier’s SCS is 120kHz, the disparity is by a factor of eight. If the minimum k0 can be constraint to some large enough value, the non-causality condition can be eliminated.
	[image: ]



It is evident that if k0 is constraint to be greater than or equal to some non-zero threshold, the extra buffering requirement can be reduced or eliminated.
In the following, the constraint of “minimum k0 threshold = 1” is imposed.
	Cross-carrier scheduling (SCS ratio 1:2), PDCCH position Case 1
CC2 is scheduled by CC1 with k0>=1:
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In above illustrations, PDCCH position Case 1 and Type A PDSCH allocation is shown. Generally, the same observations still hold for other PDCCH position cases (1-2, 2) and Type B PDSCH allocation. Because k0 is defined from the starting point of the slot, even if the PDCCH position on the scheduling carrier is late in the slot which may overlap with a later slot on the scheduled carrier, k0 definition still does not change. To ensure causality and buffering requirement conditions are still satisfied, the required minimum k0 would have to be increased. One example is illustrated below.
	Cross-carrier scheduling (SCS ratio 1:2), PDCCH position Case 1-2 or 2
CC2 is scheduled by CC1 with k0>=2:
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Extra buffering due to A-CSI triggering offset
Cross-carrier A-CSI request should also be considered. In RAN1#92, the following was agreed:
For CSI acquisition, aperiodic CSI-RS triggering offset can be 0, 1, 2, 3, 4 slots.
· If all the associated trigger states do not contain QCL Type D information, aperiodic CSI-RS triggering offset is fixed to zero
Unless one of the associated trigger states contain QCL Type D, the CSI-RS triggered by A-CSI request would be sent to the UE in the same slot as the UL grant. If this is the case, the minimum k0 threshold discussed above would not help in reducing buffering requirement, as UE would always have to buffer the Rx samples (in case of presence of A-CSI-RS) of the cross-carrier scheduled carrier, until at least all the grants are decoded in the scheduling carrier.
The issue of additional buffering due to cross-carrier A-CSI triggering with different numerologies has been raised and discussed during RAN plenary #82 as a potential CR for Rel-15 [2]. The proposed solution is to define some non-zero offset in the spec for the scenario.
We propose that the minimum k0 threshold discussed previously can be generalized as the “minimum DL scheduling offset” which also applies to A-CSI trigger for cross-carrier A-CSI triggering with different numerologies. For aperiodic CSI triggering, the actual timing of the CSI-RS relative to the triggering grant can be a function of the minimum DL scheduling offset and the configured A-CSI triggering offset. For example, one possible option is to take the max of minimum DL scheduling offset and the A-CSI-RS triggering offset.

Solution: minimum DL scheduling offset
Cross-carrier scheduling support in Rel-15 should not result in significantly higher complexity in implementation (i.e. in terms of buffering and non-causal processing). Therefore, a minimum DL scheduling offset for cross-carrier scheduling should be specified, and proposed as follows:
[bookmark: _Toc1128290][bookmark: p4]Proposal 4: A minimum DL scheduling offset should be introduced for Rel-16 to address the buffering and causality issues with cross-carrier scheduling with different numerologies.
[bookmark: _Toc1128291][bookmark: p5]Proposal 5: Timing determination for A-CSI-RS relative to the triggering grant can be a function of the configured A-CSI triggering offset and the minimum DL scheduling offset.

For UL, there is already a hard requirement for causality. K2 should accommodate N2 which is defined from the end of the PDCCH on the scheduling carrier, to the start of the PUSCH on the scheduled carrier; It should also accommodate the maximum timing difference between the scheduling and scheduled carriers. Causality is always enforced.
There are other benefits for minimum DL scheduling offset and minimum UL scheduling offset, not limited to cross-carrier scheduling with different numerologies. For example, for UE power saving. This aspect is discussed in our other contribution [3].
Because the minimum DL scheduling offset that UE can support for cross-carrier scheduling is related to UE capability, we may introduce this as a new parameter in UE capability. The following constraint on minimum DL scheduling offset should be defined:
[bookmark: _Toc1128292][bookmark: p6]Proposal 6: For cross-carrier scheduling with CIF, a necessary condition for determination of the minimum DL scheduling offset is that the end of the PDCCH symbol on the scheduling carrier is before the start of the corresponding PDSCH (or A-CSI-RS) on the scheduled carrier.

The following is an example of minimum DL scheduling offset values (i.e. X in slots) for different SCS settings, for PDCCH position Case 1. The values in parentheses are the time margin from end of the PDCCH symbols on the scheduling carrier to the start of the corresponding PDSCH on the scheduled carrier; The end of PDCCH symbols is assumed to be the end of the 3rd symbol (worst case for Type A PDSCH allocation) and the start of the corresponding PDSCH is assumed to be at the start of the earliest slot satisfying the minimum value X for the scheduled carrier
	Table 1. Example minimum values X (in slots)

	Scheduling CC
Scheduled CC
	15 kHz
	30 kHz
	60 kHz
	120 kHz

	15 kHz
	0
	
	
	

	30 kHz
	1 (285.7us)
	0
	
	

	60 kHz
	2 (285.7us)
	1 (142.9us)
	0
	

	120 kHz
	4 (285.7us)
	2 (142.9us)
	2 (196.4us)
	0


The values X can be adjusted for PDCCH position Case 1-2 and 2 if PDCCH position later in the slot is supported for cross-carrier scheduling with different numerologies and is configured.
Note that PDCCH processing delay is not explicitly considered in above constraint. It is assumed that the margin would be sufficient to accommodate any additional PDCCH processing delay with respect to the self-scheduling baseline. It is evident that any additional PDCCH processing delay would be impacted by the choice of BD/CCE limit for cross-carrier scheduling compared to self-scheduling. This is because PDCCH processing delay is implementation specific and it is expected that UE implementation can at least accommodate the extra buffering resulting from the additional PDCCH processing delay due to cross-carrier scheduling. Alternatively, if minimum DL scheduling offset can be reported as UE capability, PDCCH processing delay for the UE can be accommodated.
[bookmark: _Toc1128293][bookmark: p7]Proposal 7: UE shall report the minimum DL scheduling offset that it can support in UE capability.

The minimum DL scheduling offset is used as follows. If the indicated k0 is smaller than the threshold, it can be handled as an error condition and the DCI can be considered invalid. Alternatively, the threshold can be used as a lower bound on the indicated k0, or as an additional offset to the indicated k0. If the indicated k0 is smaller than the threshold, use the threshold value as k0. The former approach is preferred.

QCL Assumptions under Cross-Carrier Scheduling
In R15 for cross carrier scheduling of FR2 via FR1, it has been agreed in the last meeting that the TCI state should be indicated in the DCI and the offset should be larger than a threshold. This leads to scheduling restrictions at gNB and increased latency, as for this case the PDSCH in FR2 should be always scheduled with an offset larger than a threshold. In R16 this operation can be enhanced by allowing for cross-carrier scheduling with offset less than a threshold for the FR1-FR2 case. This requires specification of a rule for determining the default beam for PDSCH reception. The default rule for same carrier scheduling is a function of the TCI states used to monitor CORESETs. For cross-carrier scheduled case there may not be a CORESET monitored in the secondary cell for default rule determination. Additionally, there should a mechanism to update the default beam dynamically, via for instance MAC-CE to be robust to fast beam changes. Considering the above requirements our proposal is to define a dummy CORESET in the secondary cell. The default beam can be based on the TCI state associated with the dummy CORESET whenever the offset is less than a threshold. A mechanism to realize a dummy CORESET is to associate a search space to the CORESET, with the total number of PDCCH candidates to be monitored is set to 0.   
[bookmark: _Hlk534876380][bookmark: _Toc1128294][bookmark: p8]Proposal 8: For the case where SCC in FR2 does not have a configured CORESET, and is cross carrier scheduled via DCI from a different carrier, a dummy CORESET can be configured in the SCC. If the offset between the reception of the DL DCI corresponding to the cross-carrier PDSCH is less than a threshold, the UE may assume the default beam for PDSCH reception is associated with the TCI state associated with the dummy CORESET.
· A dummy CORESET can be realized by associating a search space to a CORESET wherein the total number of PDCCH candidates that are monitored in the CORESET is set to zero.

CCE/BD Limits & Overbooking Handling
PDCCH CCE/BD limits and overbooking rule are not defined for cross-carrier scheduling CA with mixed numerology. The main difficulty for this case is that a slot of the scheduling cell and a slot of the scheduled cell are not fully overlapping with each other if the two cells have different numerologies. Therefore, it is not so straightforward to define a “per slot” limit for cells with different numerologies when they are scheduled by the same cell. One way to resolve this problem is to convert the different numerology cross-carrier scheduling case into a same numerology cross-carrier scheduling case. In particular, a common reference numerology can be defined for cells (note: a scheduling cell is its own scheduled cell) scheduled by the same cell. Based on the reference numerology, CCE/BD limit can be defined as if all cells scheduled by the same cell have a numerology equal to the reference numerology. Since PDCCH is received by the UE in the scheduling cell, it is convenient to use the scheduling cell’s numerology as the reference numerology. 
Previously, when overbooking is studied for cross-carrier scheduling with same numerology and self-scheduling with same or different numerologies, we have made the following conclusions:
· Overbooking is allowed only for PCell and PSCell.
· CCEs/BDs are separately counted for scheduled cells without considering the overlap between two PDCCH candidates that are associated with different scheduled cells.
· The non-CA CCE/BD limit is an upper bound of the per scheduled cell number of CCE/BD that the UE needs to process.
· The BD capability is split among cell groups of same numerology in proportion to the number of cells in the numerology group. The per numerology group BD/CCE limit is determined accordingly which is the second upper bound of the per scheduled cell CCE/BD number that the UE needs to handle.
Based on agreements and conclusions as well as the reference numerology, we have the following proposal for the limit of total CCE/BD number for each numerology group.
[bookmark: _Toc1128295][bookmark: p9]Proposal 9: For CA with cross-carrier scheduled CCs where at least two CCs have different numerologies, calculate numbers X0, X1, X2, X3 and the corresponding T= X0 + X1 + X2 + X3 where Xi denotes the total number of CCs that are scheduled by CCs that have numerology i. For numerology i, the maximum total number of (BDs or CCEs) for these Xi CCs that the UE needs to process is given by 
· Floor{Xi / T * (Mi or Ni) * y} per slot of numerology i, if T is > 4 and the UE reports a BD capability y < T
· Xi*(Mi or Ni) per slot of numerology i,  if T is <= 4 or the UE reports a BD capability y >= T 
· Where Mi and Ni represent the number of BDs and CCEs per slot of numerology i specified for non-CA case, respectively
· Note: some of the values of Xi may be zero depending on the CA configuration.
The following proposal extends previous agreements that BDs/CCEs are separately counted and only PCell and PScell are allowed to be overbooked to mixed numerology cross-carrier scheduling CA.
[bookmark: _Toc1128296][bookmark: p10]Proposal 10: For CA with cross-carrier scheduled CCs where at least two CCs have different numerologies, the number of BDs/CCEs of PDCCH candidates associated with each CC is counted separately for CCs without considering overlap between PDCCH candidates that are associated with different CCs. 
· The number of BDs/CCEs of PDCCH candidates associated with PCell or PSCell does not exceed the limit for non-CA case.
· The number of BDs/CCEs of PDCCH candidates associated with PCell or PSCell does not exceed the limit for the numerology group associated with the numerology of the PCell or PSCell.
The following proposal extends previous agreements that SCells are not allowed to be overbooked to mixed numerology cross-carrier scheduling CA.
[bookmark: _Toc1128297][bookmark: p11]Proposal 11: For CA with cross-carrier scheduled CCs where at least two CCs have different numerologies, network ensures that 
· The number of separately counted BDs or CCEs of configured PDCCH candidates associated with each SCell does not exceed the respective non-CA case limit.
· Summation of the number of separately counted BDs or CCEs of mapped PDCCH candidates associated with PCell (PSCell) and the number of separately counted BDs or CCEs of configured PDCCH candidates associated with SCells in the set of Xi CCs does not exceed the per numerology group limit for numerology i.
Conclusion
The following observation and proposals have been made on issues in CA and BWP.
Observation 1: Unless the operating bandwidth (e.g. number of RBs for the same SCS) supported on the scheduled carrier is intended to be different between self-scheduling and cross-carrier scheduling mode of operation, the bandwidth of the scheduled carrier is not a direct factor in determining the scheduling restriction for cross-carrier scheduling.
Observation 2: Assuming the PDCCH processing delay is the same between self-scheduling and cross-carrier scheduling, the extra buffering requirement for cross-carrier scheduling is solely dependent on the timing difference for the end of the last symbol of scheduling PDCCH. The start of the scheduling PDCCH symbols is not a direct factor.
Observation 3: BD/CCE limit decision for cross-carrier scheduling may have an impact to the earliest start time for PDSCH.
Observation 4: Even for Type A PDSCH allocation, the memory provisioned for the N symbols where PDCCH and PDSCH potentially frequency-multiplex for the self-scheduling baseline may not be capable to support the full buffering of N PDSCH-only symbols for the cross-carrier scheduling case. As a result, it is practical to assume the earliest starting point of PDSCH should be later than the end of the last PDCCH symbol.
Observation 5: Realistic time margin should be provisioned to take into account UE implementation effects. For example, additional PDCCH processing time delay for cross-carrier scheduling with respect to the self-scheduling baseline.
Observation 6: Adopting Alt-6 “PDSCH must start LATER in time than the PDCCH ends” for cross-carrier scheduling with different numerologies can potentially enable a unified solution for Type A and Type B PDSCH allocation.
Proposal 1: Support for cross-carrier scheduling with different numerologies can be prioritized as follows:
· The feature for carriers with small SCS cross-scheduling large SCS is prioritized and supported in Rel-16.
· The feature for carriers with large SCS cross-scheduling small SCS can be supported in Rel-16 if the additional complexity and specification effort is small. Restrictions on the supported scenarios (e.g. SCS ratio) should be considered.
Proposal 2: The timing of the end of the last symbol of the scheduling PDCCH should be used as the reference for determining the timing of the first possible PDSCH starting point.
Proposal 3: Use Alt-6 in feature lead’s summary (R1-1901458) as the starting point for discussion: “PDSCH must start LATER in time than the PDCCH ends”. Further discuss “how much later”.
Proposal 4: A minimum DL scheduling offset should be introduced for Rel-16 to address the buffering and causality issues with cross-carrier scheduling with different numerologies.
Proposal 5: Timing determination for A-CSI-RS relative to the triggering grant can be a function of the configured A-CSI triggering offset and the minimum DL scheduling offset.
Proposal 6: For cross-carrier scheduling with CIF, a necessary condition for determination of the minimum DL scheduling offset is that the end of the PDCCH symbol on the scheduling carrier is before the start of the corresponding PDSCH (or A-CSI-RS) on the scheduled carrier.
Proposal 7: UE shall report the minimum DL scheduling offset that it can support in UE capability.
Proposal 8: For the case where SCC in FR2 does not have a configured CORESET, and is cross carrier scheduled via DCI from a different carrier, a dummy CORESET can be configured in the SCC. If the offset between the reception of the DL DCI corresponding to the cross-carrier PDSCH is less than a threshold, the UE may assume the default beam for PDSCH reception is associated with the TCI state associated with the dummy CORESET.
· A dummy CORESET can be realized by associating a search space to a CORESET wherein the total number of PDCCH candidates that are monitored in the CORESET is set to zero.
Proposal 9: For CA with cross-carrier scheduled CCs where at least two CCs have different numerologies, calculate numbers X0, X1, X2, X3 and the corresponding T= X0 + X1 + X2 + X3 where Xi denotes the total number of CCs that are scheduled by CCs that have numerology i. For numerology i, the maximum total number of (BDs or CCEs) for these Xi CCs that the UE needs to process is given by 
· Floor{Xi / T * (Mi or Ni) * y} per slot of numerology i, if T is > 4 and the UE reports a BD capability y < T
· Xi*(Mi or Ni) per slot of numerology i,  if T is <= 4 or the UE reports a BD capability y >= T 
· Where Mi and Ni represent the number of BDs and CCEs per slot of numerology i specified for non-CA case, respectively
· Note: some of the values of Xi may be zero depending on the CA configuration.
Proposal 10: For CA with cross-carrier scheduled CCs where at least two CCs have different numerologies, the number of BDs/CCEs of PDCCH candidates associated with each CC is counted separately for CCs without considering overlap between PDCCH candidates that are associated with different CCs. 
· The number of BDs/CCEs of PDCCH candidates associated with PCell or PSCell does not exceed the limit for non-CA case.
The number of BDs/CCEs of PDCCH candidates associated with PCell or PSCell does not exceed the limit for the numerology group associated with the numerology of the PCell or PSCell.
Proposal 11: For CA with cross-carrier scheduled CCs where at least two CCs have different numerologies, network ensures that 
· The number of separately counted BDs or CCEs of configured PDCCH candidates associated with each SCell does not exceed the respective non-CA case limit.
· Summation of the number of separately counted BDs or CCEs of mapped PDCCH candidates associated with PCell (PSCell) and the number of separately counted BDs or CCEs of configured PDCCH candidates associated with SCells in the set of Xi CCs does not exceed the per numerology group limit for numerology i.
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