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Introduction
Given the stringent requirements for eURLLC as compared to a lower priority traffic types such as eMBB, the processing timeline of the UE and gNB should be enhanced in order to satisfy the requirements. In this context, the gains from the following enhancements can be considered:
· Introducing a new UE PDSCH processing procedure time for eURLLC (N1 for capability timing 3)
· Introducing a new UE PUSCH preparation procedure time for eURLLC (N2 for capability timing 3)
· Introducing a new UE CSI computation time for eURLLC (Z and Z’ for CSI delay requirement 3)
· Allowing for out-of-order HARQ and scheduling operations

In this contribution paper, we provide design details and considerations to support the abovementioned enhancements.   
UE PDSCH Processing Procedure Time for eURLLC
As an outcome of an email discussion approved in RAN1 AH1901, a methodlogy for investigating the need of introducing a new DL and UL timing capability is agreed [1]. In this section, we present the Rel. 16 N1/N2 values for some of the agreed scenarios, and compare the overall latency with that of achievable using the NR Rel. 15 processing timelines. 
In this section, we compare the DL latency under the Rel. 15 compliant processing time N1 and the new N1 values considered for eURLLC. 
· Note: The new processing timeline values are only considered for the purpose of this study. If new processing capability is adopted, the required limitations and exact values can further be discussed.

Here for this study, we consider 30KHz SCS. Also, we consider PDSCH with type B allocation and length of 2, 4 and 7 symbols. A one symbol overlap between PDCCH and PDSCH is assumed. The N1 values are given in the following tables:
Rel. 15 Scenario:
 Table 1: N1 values under capability timing 2 of NR Rel. 15 for SCS = 30KHz.
	SCS
	PDSCH Length
	PDCCH Overlap
	d11
	N1
	N2

	30KHz
	2
	1
	1
	4.5
	5.5

	30KHz
	4
	1
	1
	4.5
	5.5

	30KHz
	7
	1
	0
	4.5
	5.5



Rel. 16 Scenario:
Table 2: Maximum N1 values under capability timing 3 of NR Rel. 16 for SCS = 30KHz to meet HARQ transmission within 1msec.
	SCS
	PDSCH Length
	PDCCH Overlap
	d11
	N1
	N2

	30KHz
	2
	1
	1
	3
	3

	30KHz
	4
	1
	1
	1
	1

	30KHz
	7
	1
	0
	1
	1



The timing capability for N1 in Table 2 is obtained for 7 PDCCH monitoring occasions per slot. Other assumptions follow the agreements in [1], as well.
Assuming 7 PDCCH monitoring occasion per slot, it is illustrated in Appendix (DL latency analysis) that Rel. 15 Cap2 is able to complete single shot transmission at 30KHz SCS, for all three PDSCH durations 2/4/7 symbols as agreed in [1]. Then, we compare the worst-case latency for completing a HARQ retransmission at 30KHz SCS. More precisely, for NR Rel. 15 Cap2, the worst case latency in number of symbols to complete HARQ retransmission is obtained for N1=4.5 and N2=5.5 symbols. For Rel. 16 Cap3, the maximum N1 values are obtained to complete HARQ retransmission within 1msec, if applicable, as given by Table 2.  
Note: This comparison is under the assumption of 7 PDCCH monitoring occasions and 7 PUCCH occasions per slot, as agreed in [1]. The illustration on how the latency values are derived are given in the Appendix (DL latency analysis.) The results are given in the Tables 3: 
Table 3: Worst case latency (in #symb.) for completing HARQ retransmission for SCS = 30KHz 
	Scenario/ capability
	Re.15 Cap2
	Rel. 16 Cap3

	2-symbol PDSCH
	32.5
	25 (+23%)

	4-symbol PDSCH
	38.5
	23 (+40%)

	7-symbol PDSCH
	46.5
	33 (+29%)



Observation 1: Except for 7-symbol PDSCH, reducing the N1 value enables 1 extra transmission to be completed within the latency bound of 1ms as compared to the N1 with capability timing 2 of NR Rel. 15.
Observation 2: Considering the queuing gain that is the direct outcome of reduced processing timeline, reducing the N1 value brings significant gain in terms of system perfromance.
Based on the above observation, we propose:
Proposal 1: Support a new UE PDSCH processing procedure time for Rel. 16 eURLLC users and SCS = 30KHz.
Finally, it should be noted that introducing the new timeline for eURLLC users will likely call for additional operational constraints such as the number of CORESETs, the number of BDs/CCEs per PDCCH monitoring occasions, TBS, number of layers, and the distribution of the number of BDs/CCEs across the slot. These constraints should be carefully considered and specified.
Proposal 2: If the new UE PDSCH processing procedure time for Rel. 16 eURLLC users is introduced, RAN1 should study the additional operational constraints such as the number of CORESETs, the number of BDs/CCEs per PDCCH monitoring occasions, TBS, number of layers and the distribution of the number of BDs/CCEs across the slot.
UE PUSCH Preparation Procedure Time for SR-Based eURLLC
In this section, we compare the UL latency under the Rel. 15 compliant processing time N2 and the new N2 values considered for eURLLC for SR-based transmission. Similar to the preceding section, it should be noted that: 
· Note: The new processing timeline values are only considered for the purpose of this study. If new processing capability is adopted, the required limitations and exact values can further be discussed.

Here for this study, we consider 30KHz SCS. Also, we consider PUSCH with length 2, 4 and 7. The N2 values are given in the following tables:

Rel. 15 Scenario:
Table 4: N2 values under capability timing 2 of NR Rel. 15 for SCS = 30KHz.
	SCS
	PUSCH Length
	d2,1
	d2,2
	N2
	N1

	30KHz
	2,4,7
	0
	0
	5.5
	4.5



Rel. 16 Scenario:
Table 5: N2 values under capability timing 3 of NR Rel. 16 for SCS = 30KHz.
	SCS
	PUSCH Length
	d2,1
	d2,2
	N2
	N1

	30KHz
	2
	0
	0
	3
	3

	30KHz
	4
	0
	0
	2
	2

	30KHz
	7
	0
	0
	1
	1



The timing capability for N2 in Table 2 is obtained for 7 PDCCH MO per slot. Also here we assume PUSCH can cross the slot boundary, as it was agreed in RAN1 #95AH. Other assumptions follow the agreements in [1].
It is illustrated in Appendix (UL latency analysis) that Rel. 15 Cap2 is able to complete single shot transmission at 30KHz SCS, for all three PUSCH durations 2/4/7 symbols as agreed in [1]. Thus here we compare the worst-case latency for completing a HARQ retransmission at 30KHz SCS. More precisely, for NR Rel. 15 Cap2, the worst case latency in number of symbols to complete HARQ retransmission is obtained for N1=4.5 and N2=5.5 symbols. For Rel. 16 Cap3 and for each PUSCH duration, the maximum N2 values are obtained so that HARQ retransmission can be within 1msec, as given by Table 5.  
Note: This comparison is under the assumption of 7 PDCCH monitoring occasions and 7 SR occasions per slot, as agreed in [1]. The illustration on how the latency values are derived are given in the Appendix (UL latency analysis.) The results are given in the Tables 3: 
Table 6: Worst case latency (in #symb.) for completing HARQ retransmission for SCS = 30KHz 
	Scenario/ capability
	Re.15 Cap2
	Rel. 16 Cap3

	2-symbol PUSCH
	37.5
	27.5 (+27%)

	4-symbol PUSCH
	43.5
	26 (+40%)

	7-symbol PUSCH
	48.5
	27.5 (+44%)



Observation 3: Reducing the N2 value enables 1 extra transmission to be completed within the latency bound of 1ms as compared to the N2 with capability timing 2 of NR Rel. 15.
Proposal 3: Support a new UE PUSCH preparation procedure time for Rel. 16 eURLLC users under SR-based transmissions. 
CSI Computation Time for eURLLC
The key reason for supporting the CSI triggering via the DL grant is to allow the scheduler to have access to the most up-to-dated channel state information. Once such information is available, the scheduler can relax the reliability requirement of the 1st transmission, and rely on the re-transmission in case the TB decoding fails. 
To accomplish this task, the CSI preparation time needs to be in the order of N1. In NR Rel. 15, even the CSI computation time for delay requirement 1, which is associated with a simple assumptions such as wideband reporting, 4 CSI-RS ports, single resource, etc., is still much larger than N1 under the PDSCH processing timing of capability 2. Hence, a different scheme for CSI reporting should be used.
If instead of relying on CSI-RS, the UE relies on the DL DMRS for the purpose of CSI reporting, the CSI computation time can be reduced. This is because such a reporting scheme relies on the SINR available for TB decoding; hence, no additional operation is needed. Basically, based on the estimated SINR, the UE can determine how many additional resources, as compared to those given for the initial transmission, are needed to successfully decode a TB. Then, this information can be sent to the gNB through using a smaller number of bits, e.g. 2bits, and can be reported along with the DL HARQ on PUCCH. Given that the PUCCH reliability is not as stringent as the overall service reliability, adding a small number of bits on PUCCH has a negligible impact.
Proposal 4: A-CSI reporting on PUCCH is triggered by the DL scheduling DCI. The PDSCH/PDCCH DMRS is used as the measurement source. Delta CQI is set as the reporting quantity, and the reporting timeline is identical to DL HARQ timeline. Further, the deltaCQI is only reported when the initial TB transmission fails decoding. 
Out-of-Order HARQ and Scheduling for eURLLC
In RAN1 AH1901, the possibility of supporting the following two out-of-order operations was discussed: (1) PDSCH to HARQ-ACK for different HARQ process IDs, and (2) PDCCH to PUSCH for different HARQ process IDs. 
To establish the UE/network behaviors needed for supporting the out-of-order operation, RAN1 reached the following agreement:


Agreements:
For supporting the out-of-order PDSCH-to-HARQ and PDCCH-to-PUSCH between two HARQ processes on the active BWP of a given serving cell, the companies are encouraged to perform further analysis, including at least the following aspects:
· The details of the dropping rules if allowed
· The conditions (if any) under which the UE is expected to process the out-of-order channels
 
In the remainder of this section, we provide details on the conditions needed for supporting the out-of-order operation. 
Impact of Out-of-Order Operation on UE’s Processing Pipelining
When the PDSCHs and their associated PUCCHs or PDCCHs and their associated PUSCHs are in order, the UE can pipeline them, and process them separately. The processing blocks, such as those for channel estimation, modulation/demodulation, encoding/decoding, etc., are used for one channel at a time before they are used for processing of another channel. However, when one channel needs to be processed out of order, some blocks may need to be shared. This is shown in the figure below:



Figure 1: The impact of out-of-order operation on UE's processing pipelining.
Now, assuming that the earlier channel is scheduled at the UE’s envelope performance, it will require the total processing capability of each block. Hence, if the second channel needs to be processed out of order, the UE needs to be able to drop the processing of the first channel.  
Consider a solution for supporting the out-of-order operation that allows for dropping the low priority channel. Under this solution, some scheduling conditions can be defined. If they are met, then the UE processes both channels. If not, the UE may stop the processing of the first, low priority, channel. By defining the scheduling conditions, the UE’s behaviour becomes predictable for the network. The alternative, second, solution is to guarantee that the first channel will never be scheduled at the UE’s performance envelope such that some processing power is remained for processing the second channel. For this alternative approach, the UE declares its capability for supporting the low priority service under some scheduling conditions, e.g., number of CCs, #RBs, TBS, etc.. It also indicates its capability for supporting the high priority service under some scheduling conditions. For example, if a UE supports X MHz of bandwidth, it can declare its capability as supporting the low priority channels with X/2 MHz and the high priority channels with X/2 MHz. As long as these conditions are satisfied, the UE can process both channels when they are out of order. Otherwise, it considers this event as an error.
The main difference between the two approaches is that under solution 2, the envelope of the low priority service, e.g., associated with eMBB, degrades constantly. However, from both the network and the UE implementation perspective, this approach is much simpler than solution 1. 
Dropping the Processing of Low Priority Channels 
In this section, we focus on the conditions needed for supporting the out-of-order operation under solution 1. One important aspect to consider is that the UE behaviour should be determined and remains unchanged after decoding the PDCCH of a low and a high priority channel (except for determining whether the processing of the low priority channel should be dropped or not.) As an example, consider the case where the UE detects the first PDCCH and receives the first PDSCH. The timing capability of this channel should be determined and remain fixed when PDCCH is decoded. Now, the UE receives the second PDCCH associated with the second PDSCH. At the time of decoding the second PDCCH, the UE determines that the two PDSCHs and their PUCCHs are out of order. At this time, the UE decides to drop the processing of the first PDSCH. This decision cannot be changed due to, e.g., triggering other channels on the same or different cells or due to UCI multiplexing. An illustrative example is given below:
[image: ]
Figure 2: An example of DL out-of-order operation.
When the UE detects the PDCCH associated with PDSCH1, it determines that the PDSCH0, PDSCH1 and their PUCCHs are in order. It further, based on the K1 of the PDSCH1, determines that the PDSCH1 follows the capability 1 timeline. Hence, it manages its pipeline accordingly. Later, the UE receives PDCCH2 and PDSCH2 on another serving cell. The UE is also indicated to multiplex PUCCH1 and PUCCH2. After the UCI multiplexing, the resulting PUCCH resource is earlier in time. This makes the PDSCH0, PDSCH1 and their PUCCHs out of order. In addition, after the UCI multiplexing, the processing timeline of PDSCH1 becomes compatible with capability timing 2; hence, the UE needs to process PDSCH1 faster. All the events that require the UE to change the behaviour set earlier should be considered as an error case.
Another aspect to consider is that while the UE is processing the first channel, it receives and decodes the second PDCCH; then, the UE decides that the processing should be stopped. Stopping the processing, especially the hardware tasks, requires some additional time. To compensate for this time, the processing timeline of the second channel should be extended (i.e., padding of N1/N2 may be needed.)
[bookmark: _GoBack]When the UE receives the high priority channel out of order on a given serving cell, depending on how its pipelining is done, it might be involved in processing the low priority channel on the same serving cell or another serving cell. Hence, in case limiting the dropping of the low priority channel on the same serving cell turns out to be challenging from the UE’s implementation point of view, dropping the low priority channels on other cells can be allowed. Further, when dropping the processing on the other cells, the priority of the channels cannot be indicated based on the scheduling timing. The UE needs to know the explicit priroities so that it avoids dropping the processing of the high priority channels on other cells.
Finally, the out-of-order operation can be allowed for channels with different timing capabilities, e.g., the first PDSCH follows a K1 that gives a PDSCH-to-PUCCH gap compatible with timing capability 1, and the second PDSCH follows a K1 that gives a PDSCH-to-PUCCH gap compatible with timing capability 2. There does not seem to be any use case for allowing out-of-order operation across allocations with the same timing capability. In such scenarios, similar to NR Rel. 15, the transmissions should be kept in order. 
Based on the discussions presented in this section, we propose the following for supporting the out-of-order operation in the downlink:
Proposal 5: For a Rel. 16 eURLLC UE, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH. This out-of-order operation is supported as a UE capability.
· Case 1:  A UE may drop the processing of the low priority PDSCH under some scheduling conditions.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, etc.
· The UE behavior is determined, and is fixed, after decoding the PDCCH associated with the low priority and the high priority PDSCH. 
· For the low priority PDSCH, the only change in the UE behavior is to drop its processing after detecting the PDCCH of the higher priority PDSCH and in case the scheduling limitations are not satisfied.
· For the high priority PDSCH, the UE behavior includes at least the processing timing capability, and whether the UE shall process both PDSCHs or is allowed to drop the processing of the low priority PDSCH.
· The change of behavior due to triggering other channels, on the same serving cell or different serving cells, is identified as an error case by the UE.
· When the scheduling condition is not satisfied, extending the minimum PDSCH processing procedure time of the second PDSCH by d symbols is supported.
· FFS the value of d. 
· Dropping the processing of the lower priority PDSCH can be done in one of the two ways:
· Alt1: Only the processing of the PDSCH with a lower priority on the same serving cell can be dropped.
· Alt2: Processing of the PDSCH with a lower priority on different serving cell can be dropped.
· The selection of the PDSCH of a lower priority and the serving cell is left to the UE implementation.
· Case 2: A UE processes both the low priority and high priority PDSCHs under some scheduling conditions set as a UE capability. Such conditions apply to both the low priority and the high priority PDSCHs.
· FFS the details of the scheduling limitation in terms of the number of CCs, number of RBs, TBSs, number of layers, etc.
· The UE does not expect the scheduling conditions to be violated. When the conditions are not met, the UE assumes an error event has happened.
· In addition, under both case 1 and case approaches, for any two HARQ process IDs in a given scheduled cell, the UE is not expected to receive two PDSCHs with PDSCH-to-HARQ timing compatible with PDSCH processing time for capability X to be out of order.
· The priority of the channels is indicated via a PHY-layer differentiation scheme.

For supporting the out-of-order uplink scheduling, the same two solutions presented in this section can be considered. However, the only difference with downlink is that when the two PUSCHs are overlapping in time, the processing and the transmission of the low priority one should be suspended. Hence, we propose that:
Proposal 6: For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the ending symbol of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH. This out-of-order operation is supported as a UE capability.
· If the low priority and high priority PUSCHs are not colliding in the time domain:
· Case 1:  A UE may drop the processing of the low priority PUSCH under some scheduling conditions.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, etc.
· The UE behavior is determined, and is fixed, after decoding the PDCCH associated with the low priority and the high priority PUSCH. 
· For the low priority PUSCH, the only change in the UE behavior is to drop its processing after detecting the PDCCH of the higher priority PUSCH and in case the scheduling limitations are not satisfied.
· For the high priority PUSCH, the UE behavior includes at least the processing timing capability, and whether the UE shall process both PUSCHs or is allowed to drop the processing of the low priority PUSCH.
· The change of behavior due to triggering other channels, on the same serving cell or different serving cells, is identified as an error case by the UE.
· When the scheduling condition is not satisfied, extending the minimum PUSCH preparation procedure time of the second PUSCH by d symbols is supported.
· FFS the value of d. 
· Dropping the processing of the lower priority PUSCH can be done in one of the two ways:
· Alt1: Only the processing of the PUSCH with a lower priority on the same serving cell can be dropped.
· Alt2: Processing of the PUSCH with a lower priority on different serving cell can be dropped.
· The selection of the PUSCH of a lower priority and the serving cell is left to the UE implementation.
· Case 2: A UE processes both the low priority and high priority PUSCHs under some scheduling conditions set as a UE capability. Such conditions apply to both the low priority and the high priority PUSCHs.
· FFS the details of the scheduling limitation in terms of the number of CCs, number of RBs, TBSs, number of layers, etc.
· The UE does not expect the scheduling conditions to be violated. When the conditions are not met, the UE assumes an error event has happened.
· If the low priority and high priority PUSCHs are colliding in the time domain, the UE drops the processing and the transmission of the low priority PUSCH.
· For dropping, the scheduling limitations do not apply.
· Other details of dropping are as those of the Case 1 approach. 
· In addition, under both case 1 and case 2 approaches, for any two HARQ process IDs in a given scheduled cell, the UE is not expected to receive two PUSCHs with PDCCH-to-PUSCH timing compatible with PUSCH preparation timing capability X to be out of order.
· This behaviour is regardless of whether the PUSCHs are colliding in the time domain or not.
· The priority of the channels is indicated via a PHY-layer differentiation scheme.
Conclusion
[bookmark: _Ref450583331]Observation 1: Except for 7-symbol PDSCH, reducing the N1 value enables 1 extra transmission to be completed within the latency bound of 1ms as compared to the N1 with capability timing 2 of NR Rel. 15.
Observation 2: Considering the queuing gain that is the direct outcome of reduced processing timeline, reducing the N1 value brings significant gain in terms of system perfromance.
Proposal 1: Support a new UE PDSCH processing procedure time for Rel. 16 eURLLC users and SCS = 30KHz.
Proposal 2: If the new UE PDSCH processing procedure time for Rel. 16 eURLLC users is introduced, RAN1 should study the additional operational constraints such as the number of CORESETs, the number of BDs/CCEs per PDCCH monitoring occasions, TBS, number of layers and the distribution of the number of BDs/CCEs across the slot.
Observation 3: Reducing the N2 value enables 1 extra transmission to be completed within the latency bound of 1ms as compared to the N2 with capability timing 2 of NR Rel. 15.
Proposal 3: Support a new UE PUSCH preparation procedure time for Rel. 16 eURLLC users under SR-based transmissions. 
Proposal 4: A-CSI reporting on PUCCH is triggered by the DL scheduling DCI. The PDSCH/PDCCH DMRS is used as the measurement source. Delta CQI is set as the reporting quantity, and the reporting timeline is identical to DL HARQ timeline. Further, the deltaCQI is only reported when the initial TB transmission fails decoding. 
Proposal 5: For a Rel. 16 eURLLC UE, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH. This out-of-order operation is supported as a UE capability.
· Case 1:  A UE may drop the processing of the low priority PDSCH under some scheduling conditions.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, etc.
· The UE behavior is determined, and is fixed, after decoding the PDCCH associated with the low priority and the high priority PDSCH. 
· For the low priority PDSCH, the only change in the UE behavior is to drop its processing after detecting the PDCCH of the higher priority PDSCH and in case the scheduling limitations are not satisfied.
· For the high priority PDSCH, the UE behavior includes at least the processing timing capability, and whether the UE shall process both PDSCHs or is allowed to drop the processing of the low priority PDSCH.
· The change of behavior due to triggering other channels, on the same serving cell or different serving cells, is identified as an error case by the UE.
· When the scheduling condition is not satisfied, extending the minimum PDSCH processing procedure time of the second PDSCH by d symbols is supported.
· FFS the value of d. 
· Dropping the processing of the lower priority PDSCH can be done in one of the two ways:
· Alt1: Only the processing of the PDSCH with a lower priority on the same serving cell can be dropped.
· Alt2: Processing of the PDSCH with a lower priority on different serving cell can be dropped.
· The selection of the PDSCH of a lower priority and the serving cell is left to the UE implementation.
· Case 2: A UE processes both the low priority and high priority PDSCHs under some scheduling conditions set as a UE capability. Such conditions apply to both the low priority and the high priority PDSCHs.
· FFS the details of the scheduling limitation in terms of the number of CCs, number of RBs, TBSs, number of layers, etc.
· The UE does not expect the scheduling conditions to be violated. When the conditions are not met, the UE assumes an error event has happened.
· In addition, under both case 1 and case approaches, for any two HARQ process IDs in a given scheduled cell, the UE is not expected to receive two PDSCHs with PDSCH-to-HARQ timing compatible with PDSCH processing time for capability X to be out of order.
· The priority of the channels is indicated via a PHY-layer differentiation scheme.
Proposal 6: For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the ending symbol of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH. This out-of-order operation is supported as a UE capability.
· If the low priority and high priority PUSCHs are not colliding in the time domain:
· Case 1:  A UE may drop the processing of the low priority PUSCH under some scheduling conditions.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, etc.
· The UE behavior is determined, and is fixed, after decoding the PDCCH associated with the low priority and the high priority PUSCH. 
· For the low priority PUSCH, the only change in the UE behavior is to drop its processing after detecting the PDCCH of the higher priority PUSCH and in case the scheduling limitations are not satisfied.
· For the high priority PUSCH, the UE behavior includes at least the processing timing capability, and whether the UE shall process both PUSCHs or is allowed to drop the processing of the low priority PUSCH.
· The change of behavior due to triggering other channels, on the same serving cell or different serving cells, is identified as an error case by the UE.
· When the scheduling condition is not satisfied, extending the minimum PUSCH preparation procedure time of the second PUSCH by d symbols is supported.
· FFS the value of d. 
· Dropping the processing of the lower priority PUSCH can be done in one of the two ways:
· Alt1: Only the processing of the PUSCH with a lower priority on the same serving cell can be dropped.
· Alt2: Processing of the PUSCH with a lower priority on different serving cell can be dropped.
· The selection of the PUSCH of a lower priority and the serving cell is left to the UE implementation.
· Case 2: A UE processes both the low priority and high priority PUSCHs under some scheduling conditions set as a UE capability. Such conditions apply to both the low priority and the high priority PUSCHs.
· FFS the details of the scheduling limitation in terms of the number of CCs, number of RBs, TBSs, number of layers, etc.
· The UE does not expect the scheduling conditions to be violated. When the conditions are not met, the UE assumes an error event has happened.
· If the low priority and high priority PUSCHs are colliding in the time domain, the UE drops the processing and the transmission of the low priority PUSCH.
· For dropping, the scheduling limitations do not apply.
· Other details of dropping are as those of the Case 1 approach. 
· In addition, under both case 1 and case 2 approaches, for any two HARQ process IDs in a given scheduled cell, the UE is not expected to receive two PUSCHs with PDCCH-to-PUSCH timing compatible with PUSCH preparation timing capability X to be out of order.
· This behaviour is regardless of whether the PUSCHs are colliding in the time domain or not.
· The priority of the channels is indicated via a PHY-layer differentiation scheme.
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Appendix: DL Latency Analysis 
In this section, we present the figures to show that how the latency values presented in Section 2 are derived.

Rel. 15 Scenario under 2-symble PDSCH  (7PDCCH/slot and SCS = 30KHz):




Rel. 15 Scenario under 4-symble PDSCH  (7PDCCH/slot and SCS = 30KHz):



Rel. 15 Scenario under 7-symble PDSCH  (7PDCCH/slot and SCS = 30KHz):



Rel. 16 Scenario under 2-symble PDSCH  (7PDCCH/slot and SCS = 30KHz):



Rel. 16 Scenario under 4-symble PDSCH  (7PDCCH/slot and SCS = 30KHz):







Rel. 16 Scenario under 7-symble PDSCH  (7PDCCH/slot and SCS = 30KHz):



Appendix: UL SR-Based Latency Analysis 
Rel. 15 Scenario under 2-symble PUSCH  (7PDCCH/slot and SCS = 30KHz):
[image: ]

Rel. 15 Scenario under 4-symble PUSCH  (7PDCCH/slot and SCS = 30KHz):





Rel. 15 Scenario under 7-symble PUSCH  (7PDCCH/slot and SCS = 30KHz):



Rel. 15 Scenario under 2-symble PUSCH  (7PDCCH/slot and SCS = 30KHz):



Rel. 15 Scenario under 4-symble PUSCH  (7PDCCH/slot and SCS = 30KHz):





Rel. 15 Scenario under 7-symble PUSCH  (7PDCCH/slot and SCS = 30KHz):
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