
3GPP TSG RAN WG1 #96
R1-1902709
Athens, Greece, 25th February – 1st March, 2019
Source:
OPPO
Title:
On Cross-carrier Scheduling with Different Numerologies
Agenda Item:
7.2.13.2
Document for:
Discussion and Decision

1. Introduction

In RAN1#AH1901 meeting, key issues on supporting cross-carrier scheduling with mixed numerologies have been discussed, which were summarized in [1]:

· Timing
· BD/CCE limits 
· Number of valid unicast DCIs per monitoring occasions
· QCL aspects

In this paper, we will develop an analysis on the first three issues.
2. PDCCH(PDSCH timing causality for reducing UE buffering requirements
In RAN1#AH1901 meeting, two problems were addressed in the discussion: 
· Reference point for indicating applicable PDCCH(PDSCH timing

· Applicable PDCCH(PDSCH timing

2.1. Reference point for indicating applicable PDCCH(PDSCH timing
When scheduling cell is of a lower SCS than the scheduled cell SCS, two alternatives were considered in RAN1#AH1901 [1]:
· Alt1: Derive the first PDSCH symbol based on the first or last PDCCH symbol

· The PDSCH starting point would be defined as N symbols relative to the defined reference symbol of the scheduling PDCCH. N could be SCS specific.

· Alt2: Derive a minimum K0 based on the SCSs of the scheduling and scheduled cells
The advantage of Alt.2 is its simplicity. Alt.2 works well in slot-based scheduling (Type A PDSCH). But for symbol-based scheduling (Type B PDSCH), Alt.1 supports more efficient scheduling. Especially when the PDCCH is transmitted in the late part of a slot, Alt.2 cannot  Hence for Type B PDSCH, Alt.1 is more attractive. If a unified scheme is desired for Type A and Type B, Alt.1 should be adopted. 
Proposal 1: When scheduling cell is of a lower SCS than the scheduled cell SCS, derive the first PDSCH symbol based on the first or last PDCCH symbol. 
2.2. Applicable PDCCH(PDSCH timing
Regarding the detailed applicable timing, 6 alternatives were listed in RAN1#AH1901 [1]:

· Alt1: PDSCH may start EARLIER in time than the PDCCH starts (how much earlier?)

· Alt2: PDSCH may NOT start earlier in time than the PDCCH starts

· Alt3: PDSCH must start LATER in time than the PDCCH starts (how much later?)

· Alt4: PDSCH may start EARLIER in time than the PDCCH ends (how much earlier?)

· Alt5: PDSCH may NOT start earler in time than the PDCCH ends

· Alt6: PDSCH must start LATER in time than the PDCCH ends (how much later?)

From our perspective, the issue can be considered differently for Type A and Type B PDSCH. For Type A PDSCH (slot-based scheduling), the key issue is to maximize spectrum efficiency/data rate under acceptable UE complexity.  With Alt.6, the UE buffering requirement can be effectively relaxed. Considering the PDCCH processing time, PDSCH decoding can start at a moment after PDCCH end. Regarding the how much later than the PDCCH ends, it can be configured by RRC signaling.
More flexible scheduling is needed for Type B PDSCH (symbol-based scheduling) because symbol-based scheduling is also used for low-latency services. In this case, receiving PDSCH in the same symbol of PDCCH should be supported even in the cross-carrier scheduling scenario. In case the PDSCH duration is relatively long (e.g. over 3 symbols), PDSCH starting before end of PDCCH should be allowed to speed up the DL processing. But we do not see necessity of PDSCH starting before start of PDCCH.
In case different PDCCH(PDSCH timing causalities are applied for Type A and Type B PDSCH, the problem is how to determine PDSCH type before decoding DCI. In R15 specification, the PDSCH type is jointly configured with SLIV in the time-domain resource allocation (TDRA) table. Only after DCI is decoded, PDSCH type can be determined from the entry index to the TDRA table. That means the PDSCH type cannot be determined before the DCI is decoded. 
A potential solution to this problem is to configure different TDRA tables for Type A and Type B. Type A TDRA table and Type B TDRA table can be linked to different search space sets. PDCCH in one search space set is only used for scheduling one type of PDSCH. When a UE monitors PDCCH in a search space set for Type A PDSCH, UE do not need to buffer DL signal outside CORESET. When a UE monitors PDCCH in a search space set for Type B PDSCH, UE needs to buffer DL signal outside CORESET.
Proposal 2: When scheduling cell is of a lower SCS than the scheduled cell SCS, 
· For Type A PDSCH, PDSCH must start LATER in time than the PDCCH ends.

· How much later is configurable.
· For Type B PDSCH, PDSCH may start EARLIER in time than the PDCCH ends, but must start LATER in time than the PDCCH starts.
Proposal 3: When scheduling cell is of a lower SCS than the scheduled cell SCS, different DL TDRA tables can be configured for Type A PDSCH and Type B PDSCH respectively.
· FFS: How to determine PDSCH type before decoding DCI.

3. Limits of number of BDs/CCEs
Until RAN1#94 meeting,  the number of PDCCH BDs/CCEs in Case 1 -5 in the following table have been agreed, while Case 6 and 7 are left open [2]:

Table 1: Discussion status on number of PDCCH BDs/CCEs
	Relationship between 4, y and T
	Self-scheduling
	Cross-carrier scheduling

	
	Same numerology
	Mixed numerologies
	Same numerology
	Mixed numerologies

	T=<4 or 4<T=<y
	Case 1
The limit per CC per slot equal to the limit for non-CA case
	Case 4
The limit of the scheduling CC per slot is (number of scheduled CCs)*limit for non-CA case
	Case 6
TBD in R16.

	T>4 and T>y
	Case 2
The total limit across CCs is based on BD capability and can be split across CCs
	Case 3
The total limit across CCs per μ is based on BD capability.

The limit per μ is y*M(μ) and proportion of the number of CCs with μ to the total number of CCs.
	Case 5
Same as Case 2 as agreed in RAN1#94.
	Case 7
TBD in R16.


According to the feature summary of PDCCH in RAN1#94 [2], the options to be down-selected are listed as belows:
· Alt.1: The limit of BDs/CCEs of the scheduling CC is determined based on the numerology of the scheduling CC.
· Alt.2: The limit of BDs/CCEs of the scheduling CC is determined based on the combinations of numerologies for {scheduling CC, scheduled CC}.
· Alt.3: The limit of BDs/CCEs of the scheduling CC is determined based on a specific reference numerology regardless of the exactly used numerology for scheduling CC or scheduled CC.
This issue was not fully discussed in RAN1#AH1901 due to limit of time. From our perspective, all the three options are workable. As presented by the feature lead in [2], Alt.2 seems more reasonable by taking account of the subcarrier spacing (SCS) of the scheduled cells. The offline proposal in [2] is to follow the scheduled cell’s non-CA case when accouting the overall BDs/CCEs number, as below:

· If there are N scheduling cells where the numerology of the nth scheduling cell is (n) with n=1~N and (n)=0~3, and the nth scheduling cell has Xi(n) schedulable DL cells with numerology i with i=0~3, the limit of BDs/CCEs of the nth scheduling CC per slot is given by [image: image2.png]Y=o Xi(n) X (M; or N;) x 2i-#(r)



, where Mi and Ni denote the limit of BDs and CCEs per slot for non-CA case for numerology i, respectively.
In case a lower-SCS cell schedules a higher-SCS cell (as Case (a) in Figure 1), if following the above equation, the number of BDs/CCEs of the scheduling cell will be dramatically increased, and dramatically increase the PDCCH detection complexity. 
[image: image3.emf]
(a) A lower-SCS cell scheduling a higher-SCS cell                  (b) A higher-SCS cell scheduling a lower-SCS cell
Figure 1: Two scenarios for inter-carrier scheduling with mixed numerologies [2]
The question is: Is it worthwhile taking the complexity increase? We think the question should be answered based on the real deployment scenarios, rather than simply considering a more reasonable numeric calculation. 
From our perspective, self-carrier scheduling is more efficient than cross-carrier scheduling in most of CA deployment scenarios. In NR system, the most agreeable deployment scenario for cross-carrier scheduling is that a macro-cell with a lower SCS (e.g. 30kHz) in FR1 schedules a micro-cell with a higher SCS (e.g. 120kHz) in FR2, as shown in Figure 2 (a), corresponding to Figure 1 (a). As a micro-cell in FR2, the number of UEs is typically small, and the number of BDs/CCEs per 1ms does not need to be increased by four times. In this scenario, it is reasonable that the scheduling cell and the scheduled cell have the similar number of BDs/CCEs per 1ms. In other words, Alt.1 is more reasonable, i.e. the limit of BDs/CCEs of the scheduling CC is determined based on the numerology of the scheduling CC.
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(a) A lower-SCS cell scheduling a higher-SCS cell                  (b) A higher-SCS cell scheduling a lower-SCS cell
Figure 2: Typical deployment scenarios for inter-carrier scheduling with mixed numerologies

Corresponding to Figure 1 (b), the deployment scenario would be that a micro-cell with a higher SCS (e.g. 120kHz) in FR2 schedules a macro-cell with a lower SCS (e.g. 30kHz) in FR1, as shown in Figure 2 (b). In this case, Alt.1 requires a excessive number of  BDs/CCEs for the scheduled cell. And Alt.2 seems to be more reasonable. As a conclusion, we think the most reasonable solution is to determine the number limit of BDs/CCEs is determined based on the minimum SCS between the scheduling and scheduled CCs.
However, we do not see the scenario in Figure 1 (b) and Figure 2 (b) is a practical deployment scenario. For simplicity, we can mainly take the the scenario in Figure 1 (a) and Figure 2 (a) into account. In this sense, Alt.1 in [2] is also acceptable, i.e. The number limit of BDs/CCEs is determined based on the numerology of the scheduling CC.
Observation 1: Self-carrier scheduling is more efficient than cross-carrier scheduling in most of CA deployment scenarios. In NR system, the most agreeable deployment scenario for cross-carrier scheduling is that a macro-cell with a lower SCS (e.g. 30kHz) in FR1 schedules a micro-cell with a higher SCS (e.g. 120kHz) in FR2. In this scenario, it is reasonable that the scheduling cell and the scheduled cell have the similar number of BDs/CCEs per 1ms.
Proposal 4: For cross-carrier scheduling with different numerologies (Case 6 and 7), two options can be considered:
· Opt.1: The number limit of BDs/CCEs for a scheduled CC is determined based on the numerology of the scheduling CC.
· Opt.2: The number limit of BDs/CCEs for a scheduled CC is determined based on the minimum SCS between the scheduling and scheduled CCs.
Above analysis has not taken into account any enhancements on reducing BDs for cross-carrier scheduling. In NR standardization, some solutions were taken to reduce PDCCH BD complexity, e.g. DCI size alignment. Zero padding can be used to align DCI size between format 0_0 and 1_0, in order to limit the total number of different DCI sizes configured to monitor to ≤ 4 for a cell.
A similar scheme can be used to align the DCI size for scheduling different cells. In the cross-carrier scheduling scenario, different scheduled cells may require different sizes of scheduling DCI due to different bitwidths of frequency domain resource assignment (FDRA) field and time domain resource assignment (TDRA) field.  TDRA bitwidth can easily be aligned by configuring a similar number of entries in pdsch-TimeDomainAllocationList and pusch-TimeDomainAllocationList. However, FDRA bitwidth is usually misaligned because the 
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 are usually different in different cells with different numerologies. In this case, aligning the DCI size for cross-carrier scheduling with zero padding would be helpful for reducing the number of BDs.
Proposal 5: Consider enhancements on reducing BDs for cross-carrier scheduling, e.g. by DCI size alignment between DCIs scheduling different cells.
4. Limits of number of detectable DCIs in a slot
In the R15 UE feature list discussion, the number of DL or UL scheduling DCIs detectable in a slot for cell was increased from 1 to 2. At least in DL, the justification of the increase is not fully clear for us. 
In order to achieve the peak data rate in the higher-SCS cells in scenario of Figure 1 (a), detecting a larger number of DCIs in a slot is inevitable. For example (as shown in Figure 3), if a cell with SCS=30kHz schedules a cell with SCS=120kHz, 6 DCIs (2 self-carrier + 4 cross-carrier scheduling DCIs) may need to be detected in a SCS=30kHz slot, in order to schedule different TBs in the 4 SCS=120kHz slots overlapping with the SCS=30kHz slot.
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Figure 3: Number of detectable DCIs in cross-carrier scheduling with different numerologies
If there are 4 scheduled cells as shown in Figure 3, (4*4+2)=18 DL DCIs need to be detected in a SCS=30kHz slot. However, we do not see the need to realize the multi-CC CA with peak data rate in each CC. As we expressed in Section 2, in most of CA deployment scenarios, self-carrier scheduling is more efficient than cross-carrier scheduling to realize simultaneous peak data rate in multiple CCs. Cross-carrier scheduling CA should only be deployed in some special cases where self-carrier scheduling cannot be well deployed for some reason. A couple of UE capabilities can be defined. Under each UE capability, a practical limit of number of detectable DCIs should be defined considering UE complexity regardless number and numerology of scheduled CCs.
Proposal 6: In case of cross-carrier scheduling with different numerologies, a couple of UE capabilities can be defined. Under each UE capability, a practical limit of number of detectable DCIs should be defined considering UE complexity, regardless number and numerology of scheduled CCs.
5. Conclusions
Proposal 1: When scheduling cell is of a lower SCS than the scheduled cell SCS, derive the first PDSCH symbol based on the first or last PDCCH symbol. 

Proposal 2: When scheduling cell is of a lower SCS than the scheduled cell SCS, 
· For Type A PDSCH, PDSCH must start LATER in time than the PDCCH ends.

· How much later is configurable.
· For Type B PDSCH, PDSCH may start EARLIER in time than the PDCCH ends, but must start LATER in time than the PDCCH starts.

Proposal 3: When scheduling cell is of a lower SCS than the scheduled cell SCS, different DL TDRA tables can be configured for Type A PDSCH and Type B PDSCH respectively.

· FFS: How to determine PDSCH type before decoding DCI.

Observation 1: Self-carrier scheduling is more efficient than cross-carrier scheduling in most of CA deployment scenarios. In NR system, the most agreeable deployment scenario for cross-carrier scheduling is that a macro-cell with a lower SCS (e.g. 30kHz) in FR1 schedules a micro-cell with a higher SCS (e.g. 120kHz) in FR2. In this scenario, it is reasonable that the scheduling cell and the scheduled cell have the similar number of BDs/CCEs per 1ms.
Proposal 4: For cross-carrier scheduling with different numerologies (Case 6 and 7), two options can be considered:
· Opt.1: The number limit of BDs/CCEs for a scheduled CC is determined based on the numerology of the scheduling CC.
· Opt.2: The number limit of BDs/CCEs for a scheduled CC is determined based on the minimum SCS between the scheduling and scheduled CCs.
Proposal 5: Consider enhancements on reducing BDs for cross-carrier scheduling, e.g. by DCI size alignment between DCIs scheduling different cells.
Proposal 6: In case of cross-carrier scheduling with different numerologies, a couple of UE capabilities can be defined. Under each UE capability, a practical limit of number of detectable DCIs should be defined considering UE complexity, regardless number and numerology of scheduled CCs.
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