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Introduction
Based on the agreements made in RAN1 NR-AH 1901 [2] and the updated timeline (see section 3) informed with the WID [1], the following items will be summarized in this contributions to facilitate progress based on the submitted contributions ([5]-[44]) :
1. Values of M: decide between two alternatives (with and without 1/R)
2. Extension of DFT-based compression to RI=3 and 4
3. Subset selection for layer 0: subset design, selection of two β values
4. Subset selection for RI=2
5. LC coefficient quantization
6. Values of N3: finalize N3 for # units>13
In addition, the outcome of offline email discussion before RAN1#96 is included in this summary.

[bookmark: _Ref529369566]Summary 
1 
2 
Values of M
The following was agreed in RAN1 NR-AH 1901 [2]:

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2

The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.
[bookmark: _Ref535337903]Table 1 Values of M: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1.
	16
	CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, Intel, LGE, MotM/Lenovo, NEC, Nokia/NSB, Samsung, vivo, ZTE

	Alt2. 
	3
	MediaTek, NTT Docomo, Qualcomm



Table 2 Values of M: summary of observation from SLS
	Company
	Metric
	Key observation

	Huawei/HiSi
	UPT vs. overhead
	· For the value of M, the curves for Alt1 with p=1/2 and Alt2 with p=1/4 are the same. Alt2 with p=1/2 has only around 1% performance gain over Alt1 with p=1/2, with the overhead almost doubled.

	LGE
	UPT vs. overhead
	· For given β=1/2, p={1/8,1/4,1/2} provides good performance-overhead trade-off in terms of average UPT. However, in terms of 5% UPT, p=1/8 provides about 10% performance loss compared to the p=1/4.

	Nokia/NSB
	Overhead 
	· Alt1 seems the most suitable option for the selection of a set of values of M.

	Samsung
	UPT vs. overhead
	· For M, Alt1 (M=⌈p×N_3/R⌉) achieves better performance-overhead trade-off than Alt2 (M=⌈p×N_3 ⌉)   

	Vivo
	UPT vs. overhead
	· M larger than 10 is not suitable in this simulation configuration.
· The resulting M value of Alt 1 is enough for DFT-based scheme.



Observation 1: On the value of M (the number of FD compression units), Alt1 () represents the super-majority view. 

It is argued that Alt2 results not only in worse performance (UPT vs. overhead trade-off), but also 2x increase in overhead for R=2.

Proposal 1: On the value of M (the number of FD compression units), agree on .

[bookmark: _Ref1485119]Extension of DFT-based compression for RI=3 and 4
The following was agreed in RAN1#95 [4]: “The study and, if needed, work on Type II higher rank extension is performed as follows:
· Only for rank 3 and 4 by taking into account the outcome of Type II overhead reduction for rank 1-2
· Simple extension of Rel.15 Type II without any additional optimization (which results in ~3-4x overhead over rank-1) is ruled out.”

Based on the observed benefits, all the 14 companies expressing their views on this issue (CATT, Ericsson, Huawei/HiSi, Intel, LGE, MotM/Lenovo, Nokia/NSB, OPPO, Qualcomm, Samsung, ZTE) unanimously support extending the DFT-based compression for RI=3-4. 
Among these companies, almost all reiterate the RAN1#95 agreement that some additional optimization on the DFT-based compression should be used to avoid excessive overhead. More specifically, the overhead for RI=3-4 should not exceed, or at least comparable to, that for RI=2 (e.g. Ericsson, Huawei/HiSi, Intel, Nokia/NSB, Qualcomm, Samsung, ZTE), such as via the setting of K0 (Qualcomm, ZTE) or limiting the number of reported coefficients (Intel). Qualcomm also proposed to relax the overhead range constraint for RI=3-4 to allow further investigation.
The available SLS results can be summarized below.

Table 3 RI=3-4 extension: summary of observation from SLS
	Company
	Metric
	Key observation

	Huawei/HiSi
	UPT vs. overhead
	· Extending Rel-16 codebook with rank 3 and 4 can provide additional 7-10% cell average gain compared with Rel-15 Type II with rank 1 and 2 only, at least for SU-MIMO and low RU case.

	ZTE
	UPT
	· Comparing Type II rank 4 and Type II rank 2, rank 4 achieves average throughput gain but suffers cell-edge throughput loss.

	MotM/Lenovo
	CDF of spec. effec.
	· Extension of CSI Type-II feedback to rank 3-4 transmission can potentially provide significant gains in average throughput under NR MIMO.

	Qualcomm
	UPT vs. overhead
	· Compared to having a per-layer constraint on the number of non-zero coefficients, allowing UE to freely assign the total number of non-zero coefficients across layers achieve similar performance but with around half payload reduced.

	LGE
	UPT
	· By increasing maximal supported layer from 2 to 4 per UE, it is observed that 37% and 33% mean UE throughput gain can be attained for Dense Urban and Indoor hotspot (12 Site), respectively.
· By increasing maximal supported layer from 2 to 4 per UE, it is observed that 11% and 13% 95-percentile UE throughput gain can be attained for Dense Urban and Indoor hotspot (12 Site) by considering orthogonality between the layers, respectively. 
· By increasing maximal supported layer from 2 to 4 per UE, significant performance gain for both mean UE and 5-percentile UE can be obtained in case of SU-MIMO scenario.
· By increasing maximal supported layer 4 per UE, a significant overhead reduction for CSI reporting is observed with negligible performance loss of UE throughput by considering a different amount of quantization level for layers.

	Samsung
	UPT
	· The significantly large percentage of UEs report rank 3-4 CSI. In particular, the order of Alt 0-3 based on the increasing percentage of rank 3-4 CSI is as follows: Alt 0 < Alt 1 < Alt 3, Scheme 0 < Alt 3, Scheme 1 < Alt 2.
· For L = 2, Alt 2 and Alt 3 are identical, hence show identical performance, and performance gap between Alt 1 and Alt 2-3 is small (~3%).
· The performance gap between Alt 1 (Type I R34) and Alt 2 (Type II extn) is large: ~ 20% for L = 4. The SB overhead of Alt 2 (Type II extn), however, is large: 84 bits/SB for rank 4, which is 2 times of rank 2.
· The proposed scheme (Alt 3, Scheme 0 and 1) achieves good performance vs. overhead trade-off.
· The payload is comparable (≤) to rank 2. 
· The performance is close to Alt 2 (Type II extn.).



Observation 2: Among all the companies expressing their views, consensus is reached on extending DFT-based compression (designed for RI=1-2) to RI=3-4. The majority of these companies supports such extension as long as the resulting overhead for RI=3-4 should not exceed, or at least comparable to, that for RI=2.

Proposal 2: Agree to extend the Type II DFT-based compression (designed for RI=1-2) to RI=3-4 with the following design principle:
· The resulting overhead for RI=3-4 is at least comparable to that for RI=2 

[bookmark: _Ref192618]Size-K0 subset selection for layer 0
The following was agreed in RAN1 NR-AH 1901 [2]:
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices

The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.   

[bookmark: _Ref526296353][bookmark: _Ref526296347][bookmark: _Ref529369183]Table 4 Subset design: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1. Unrestricted
	17
	CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, LGE, MotM/Lenovo, NEC, Nokia/NSB, NTT Docomo, OPPO, Qualcomm, Samsung, vivo

	Alt2. Polarization-common
	6
	Fraunhofer/HHI, Intel, MediaTek, OPPO, ZTE

	Alt3. Disjoint SD-FD
	0
	-



Table 5 Values of β: summary of companies’ views
	Companies
	β

	
	1/8 
	¼ 
	½ 
	¾ 

	Huawei/HiSi
	
	xx
	
	xx

	vivo
	
	
	x
	x

	Samsung
	
	x
	x
	

	CATT
	
	
	x
	x

	Fraunhofer/HHI
	
	
	xx
	xx

	Intel
	
	x
	x
	

	Nokia/NSB
	
	xx
	xx
	

	NTT Docomo
	
	x
	x
	

	Ericsson
	
	x
	x
	

	Qualcomm
	
	
	x
	x

	ZTE
	
	
	x
	x

	MediaTek
	
	
	x
	x

	
	
	
	
	

	Total
	0
	8
	13
	9



Table 6 Subset selection (design and values of β): summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT
	· The performance loss is marginal when β=3/4; Compared with Rel-15 Type II CSI, if β=1/2 is used, about 65% overhead could be saved at the cost of about 2% performance loss.

	Ericsson
	UPT vs. overhead
	· Using both polarization-common and layer-common subset gives too low performance
· β=3/4 results in too high overhead which does not meet overhead reduction targets. Furthermore, too high value of β does not yield good performance/overhead tradeoff as many zero coefficients are included in the report
· β=1/8 results in too low performance gain

	Fraunhofer/HHI
	UPT
	· Polarization-common subset selection results in minor performance loss over the unrestricted subset.

	HW/HiSi
	UPT vs. overhead
	· β=1/8 has a relatively large performance degradation compared to β=1/4 and Rel-15 Type II codebook, although the overhead can reduced. (M, β)=(ceil(N3/2), 1/4) and (M, β)=(ceil(N3/4), 1/2) have similar overhead and performance, which means that supporting β={1/4, 1/2} is redundant.
· Polarization-common and polarization-independent bitmap have similar performance-overhead trade-offs

	Intel
	UPT vs. overhead
	· Performance is slightly improved for p > 1/2 and β > 1/2
· Significant performance degradation is observed for p < 1/4 and β < ¼
· The performance of different alternatives of basis subset selection across layers and polarization is similar
· Common subset selection for M-size subset of FD-components across layers and common selection of K0 coefficients across layer and polarizations provide smaller overhead

	LGE
	UPT vs. overhead
	· For both average UPT and 5% UPT, Alt 1 provides the best trade-off between performance and feedback overhead.
· For M=7, β={1/4,1/2} provides good performance-overhead trade off, and for M=4, β={1/2,3/4} provides good performance-overhead trade off. Since total overhead depends on both M and β values, ranges of both parameters should be jointly selected.

	MotM
	UPT vs. overhead
	· Common taps per polarization and independent taps per polarization schemes have similar throughput vs. overhead tradeoff.  

	Nokia/NSB
	UPT vs. overhead
	· UPT gain for β∈{1/4,1/2} is characterized by a significant dynamic in terms of throughput/overhead tradeoff. Results for β=3/4  have their merit but are possibly less interesting.

	OPPO
	UPT vs. overhead
	· For K0-size subset, performance of polarization-common subset (Alt2) and unrestricted subset (Alt1) are similar; restricted subset (Alt3) decrease performance.

	Samsung
	UPT vs. overhead
	· There is virtually no performance gain with >35% increase in overhead with β=3/4.  
· The performance-overhead trade-off achieved by β=1/8 with L=4 SD beams is worse than that achieved by β=1/4 with L=2 SD beams, which implies that β=1/8 is not necessary.
· β∈{1/4,1/2} achieves competitive performance-overhead trade-off.
· For rank 1 only, the performance-overhead trade-off of Alt1 and Alt2 is similar with Alt1 achieving more gain (~1% in avg. UPT) at the cost of small increase in overhead 
· For dynamic rank 1-2 adaptation, Alt1 shows large gain (~3-5% in avg. UPT in low overhead regime, where β=1/4) over Alt2.
· The power difference of two coefficients (even when they have the same SD and FD basis vectors or beams but correspond to two antenna polarizations) can be 3 dB with high probability (e.g. 50%).

	Vivo
	UPT vs. overhead
	· For non-zero coefficients subset selection, (a) The overhead of unrestricted subset selection scheme increases slightly compared to polarization-common selection method in both of smaller and larger M value. (b) Unrestricted subset performance is slightly better than polarization-common scheme.
· For the value of K0: β values of {1/2 and 3/4} are better options

	ZTE
	UPT vs. overhead
	· For coefficient subset selection: (a) Using same selected subset for the two polarizations further reduces the overhead significantly, and the performance is almost the same. (b) Common subset selection among different layers cause large performance loss compared with layer-independent subset selection.



Observation 3: On subset selection for layer 0:
· Alt1 (unrestricted subset or polarization-independent design) represents the super-majority view
· =1/2 is supported by most companies, followed by ¼ and ¾ (almost a draw between ¼ and 3/4)

While some companies argue that polarization-common subset selection results in “small” performance loss over unrestricted selection, other companies point out that such small loss is a significant percentage of the gain of DFT-based compression over Rel.15 Type II design (which is around 5% in terms of UPT vs. overhead trade-off). In addition, it was pointed out that polarization-common subset selection can result in unequal number of non-zero coefficients between the two polarizations despite using a common size-LM bitmap (which indicates the exact location of the zero/non-zero coefficients)   
For the value of , the main argument favoring over ¼ over ¾ is the diminishing return on UPT gain (although Huawei pointed out that for 32-port scenario, the gain of =3/4 over ½ is still within 1-2% which is significant). That is, the gain in UPT is marginal considering the significant increase in overhead (>30%) compared to ½. The main argument favoring ¾ over ¼ is to allow wider range of UPT vs. overhead trade-off. Therefore, it seems both = ¼ and ¾ have their own merits and supporting both could provide more flexibility in UPT-overhead trade-off (an argument to support both values in addition to = ½). Given the draw between the two, however, Qualcomm mentioned another possibility of supporting only = ½ (which, despite the plausibility, seems unlikely to be agreeable to some proponents of either = ¼ or = ¾ ).   

Proposal 3: On subset selection for layer 0, agree on the following:
· Unrestricted (polarization-independent) subset selection which requires a size-2LM bitmap in UCI part 2
·  
· FFS: Further down selection of supported combinations of FD compression parameters  

Subset selection for RI=2
The following was agreed in RAN1#95 [3]: “In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· Alt1. Basis subset selection for the 1st is the same as that for the 2nd layer
· Alt2. Basis subset selection for the 1st can be different from 2nd layer
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.”
After the offline discussion between RAN1 NR-AH 1901 and RAN1#96, the blue highlighted text was refined and clarified as follows: “For RI=2:
· SD basis selection (selection of L out of N1N2 SD DFT vectors) is layer-common
· Terms:
·  “FD basis subset selection” refers to the selection of M out of N3 FD DFT vectors
·  “Coefficient subset selection” refers to the selection of KNZ (# non-zero coefficients) out of 2LM where KNZ <= K0
· Down select among the three alternatives below
· Alt 1A: layer-common FD basis subset selection, layer-common coefficient subset selection
· Alt 1B: layer-common FD basis subset selection, layer-independent coefficient subset selection
· Alt 2: layer-independent FD basis subset selection, layer-independent coefficient subset selection
· The size-K0 subset design for layer 0 (the outcome of ISSUE 1) is also applied to layer 1
· For all alternatives (layer-common or layer-independent coefficient subset selection), K0 is the maximum number of non-zero coefficients for each layer.”

On the three alternatives, the views from different companies and available SLS results can be summarized below.     

Table 7 RI=2 subset selection: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1A (common basis & coefficient)
	3
	Intel, MediaTek, OPPO

	Alt1B (common basis, independent coefficient)
	7
	[bookmark: _GoBack]CATT, Ericsson, LGE (2nd preference), MotM/Lenovo, Nokia/NSB 

	Alt2 (independent basis & coefficient)
	13
	CATT, Huawei/HiSi, Intel (2nd preference), LGE, Qualcomm, vivo, ZTE, Ericsson, NEC, Nokia/NSB, Samsung 



 Table 8 RI=2 subset selection: summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT
	· For FD-basis selection for different layers, Alt1 can achieve the similar performance to Alt2 with less feedback overhead.

	Ericsson
	UPT vs. overhead
	· Layer-common basis selection gives only a small performance loss compared layer-independent basis selection (and actually a small gain when polarization-independent subset selection is used)
· Similar rank-2 overhead and performance for Schemes D & E
· Using both polarization-common and layer-common subset gives too low performance

	Fraunhofer/HHI
	UPT
	· Layer-common basis selection and layer-common subset selection results in some performance loss over layer-independent FD basis and layer-independent coefficient subset selection.  

	HW/HiSi
	UPT vs. overhead
	· For RI=2, independent SD basis, FD basis and subset has the best performance-overhead trade-off, followed by common SD basis and independent FD basis and subset.

	Intel
	UPT vs. overhead
	· The performance of different alternatives of basis subset selection across layers and polarization is similar
· Common subset selection for M-size subset of FD-components across layers and common selection of K0 coefficients across layer and polarizations provide smaller overhead

	LGE
	UPT vs. overhead
	· Alt2 which has full flexibility for layer extension shows the best performance-overhead trade-off. 
· Comparing Alt1A and Alt1B, layer-independent coefficient subset selection seems more important than layer-common FD basis subset selection.

	MotM/Lenovo
	UPT vs. overhead
	· Alt 1B and Alt 2 have similar throughput performance while Alt 1B has a small advantage in overhead.  The performance-overhead tradeoff between Alt 1A and Alt 2 favors Alt 1A at lower  and Alt 2 at high .

	Nokia/NSB
	UPT vs. overhead
	· The UPT loss observed for common size-K_0 subset design across layers is non-negligible.
· The UPT loss when moving from independent to common orthogonal basis selection may not be significant and comes in exchange of lower complexity and simplified signalling.

	OPPO
	UPT vs. overhead
	· For rank2 transmission, Alt1A (layer-common FD basis subset selection, layer-common coefficient subset selection) has similar performance with Alt2 (layer-independent FD basis subset selection, layer-independent coefficient subset selection), and it outperform Alt 1B (layer-common FD basis subset selection, layer-independent coefficient subset selection) about 2%.

	Samsung
	UPT vs. overhead
	· Alt1B is the best in terms of performance-overhead trade-off between the three alternatives: achieves up to 3% gain in avg. UPT at the cost of small increase in overhead. 
· When compared with Alt1B, Alt2 is worse in low overhead regime (β=1/4) and only slightly better in high overhead regime (β=1/2).

	Vivo
	UPT vs. overhead
	· 	The scheme of layer-independent FD basis subset selection with layer-independent coefficient subset selection shows a considerable gain without increasing much overhead.



Observation 4: On subset selection for RI=2, Alt2 (independent basis and coefficient subset selection) represents the majority view.  

It was pointed out that Alt1A can result in unequal number of non-zero coefficients between the two layers despite using a common bitmap (which indicates the exact location of the zero/non-zero coefficients). Combining the above observation with the outcome of the offline email discussion, the following proposal is made.

Proposal 4: On subset selection for RI=2, agree on the following
· SD basis selection (selection of L out of N1N2 SD DFT vectors) is layer-common
· Terms:
·  “FD basis subset selection” refers to the selection of M out of N3 FD DFT vectors
·  “Coefficient subset selection” refers to the selection of KNZ (# non-zero coefficients) out of 2LM where KNZ ≤ K0
· Layer-independent FD basis subset selection (selection of M out of N3 FD DFT vectors), layer-independent coefficient subset selection (selection of KNZ (# non-zero coefficients) out of 2LM where KNZ ≤ K0)
· The size-K0 subset design for layer 0 is also applied to layer 1
· For all alternatives (layer-common or layer-independent coefficient subset selection), K0 is the maximum number of non-zero coefficients for each layer.

LC coefficient quantization
After RAN1#95, an offline email discussion on clarification for quantization schemes was conducted among companies who contributed in RAN1#95. Along with some offline discussions during the week of RAN1 NR-AH 1901, the following alternatives are clarified/simplified. 
Denote the LC coefficient associated with beam  and frequency unit  as , and the strongest coefficient (out of the  non-zero coefficients reported using the bitmap) as .
· Alt1 (per coefficient analogous to Rel.15 Type II ): UE reports the following for the quantization of the non-zero coefficients in 
· A -bit indicator for the strongest coefficient index  
· Strongest coefficient  (hence its amplitude/phase are not reported)
· For : quantized to 3-bit amplitude, and either 8PSK (3-bit) or 16PSK (4-bit) phase (configurable)
· Rel.15 3-bit amplitude alphabet is used
· Alt2 (cf. ZTE-initiated offline discussion [9], previously labeled as Alt2’ or 2M’): UE reports the following for the quantization of the non-zero coefficients in 
· A -bit indicator for the strongest coefficient index 
· Strongest coefficient  (hence its amplitude/phase are not reported)
· Two polarization-specific reference amplitudes:
· For the polarization associated with the strongest coefficient , since the reference amplitude = 1, it is not reported
· For the other polarization, reference amplitude is quantized to 4 bits  
· The alphabet is  (-1.5dB step size)
· For : 
· For each polarization, differential amplitudes of the coefficients calculated relative to the associated polarization-specific reference amplitude and quantized to 3 bits 
· The alphabet is  (-3dB step size)
· Note: The final quantized amplitude  is 
· Each phase is quantized to either 8PSK (3-bit) or 16PSK (4-bit) (configurable)
· Alt3.  The coefficient matrix  (2L-by-M matrix) is expressed by a product of three matrices (=ABC). A and C are real-valued diagonal matrices and B is a coefficient matrix. The amplitude set for B is {0,1}. For the amplitude sets of A and C:
· 3-bit R15 amplitude set for A and C
· Unequal allocation of bits for quantization of phase. The largest  coefficients are quantized with x bits, the others are quantized with y bits and . 
· For example: or  or  and 
· Alt4 (cf. Nokia-initiated offline discussion, previously labeled as Alt4M or 4S): UE reports the following for the quantization of the non-zero coefficients in 
· A -bit indicator for the strongest coefficient index 
· Strongest coefficient  (hence its amplitude/phase are not reported)
· For : quantized to 4-bit amplitude, and 16PSK phase 
· 4-bit amplitude alphabet is  (-1.5dB step size)
· For : quantized to 3-bit amplitude, and either 8PSK or 16PSK phase (configurable) 
· 3-bit amplitude alphabet is   (-3dB step size) 
· Alt5 (CATT): Rel.15 3-bit amplitude. The phase of the largest  coefficients are quantized with X bits, the others are quantized with Y bits.
· (X, Y) = (3, 2) or (X, Y) = (4, 2) is configured by network

The views from different companies and available SLS results can be summarized below.   

Table 9 LCC quantization: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1 (Rel.15+16PSK)
	8
	Huawei/HiSi, Intel (prefer without 16PSK), LGE, OPPO, Qualcomm, Samsung (2nd preference), vivo,

	Alt2 (differential per polarization)
	8
	Ericsson, Huawei/HiSi (2nd preference), Intel (2nd preference), MotM/Lenovo, Samsung (1st preference), ZTE

	Alt3 (ABC)
	3
	Fraunhofer/HHI, NTT Docomo

	Alt4 (two-part amplitude)
	8
	Ericsson, Huawei/HiSi (2nd preference), Mediatek, Nokia/NSB, Samsung (3rd preference), vivo (2nd preference)

	Alt5 (two-part phase)
	1
	CATT 



 Table 10 LCC quantization: summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT vs. overhead
	· Although fixed 2-bit co-phasing quantization can save some feedback overhead, it leads to significant performance degradation compared with that of 3-bit and 4-bit co-phasing quantization.
· 4-bit co-phasing quantization can achieve slightly better performance than 3-bit co-phasing quantization at the cost of more feedback overhead. 
· Quantization schemes Alt3 achieve better tradeoff between overhead and performance, but Alt1 could achieve better performance with about 8% overhead increase over Alt3.
· Compared with  can save about 8%, 5% and 3% feedback overhead for different quantization schemes, respectively. The performance degradation of and  is no more than 2% and 1%, respectively.

	Ericsson
	UPT vs. overhead
	· For β=1/4, the alternatives 2-X seems to give a lower performance than Alt 1B and Alt 4M
· For β=1/2, the Alt 1B sees around 1% performance loss compared to Alt 2A and 2M

	Fraunhofer/HHI
	UPT vs. overhead
	· ALT3 achieves almost the same performance than ALT1 by a further reduction of the feedback overhead by 12%, 13% and 26% for the configurations (2L,M,K_0)= (8,4,24), (2L,M,K_0)=(8,7,28), and  (2L,M,K_0)=(8,7,42), respectively

	Huawei/HiSi
	UPT vs. overhead
	· For quantization Alt1, 16PSK phase quantization has a better performance-overhead trade-off over 8PSK, while QPSK performs worse than Rel-15 Type II with 8PSK.
· For quantization Alt2, 3-bit differential amplitude and 16PSK for phase quantization has the best performance-overhead trade-off. The wideband amplitude selected as the maximum amplitude of FD coefficients for each beam has the best performance
· Quantization Alt1 and Alt2 performs better than Alt4 for similar overhead.

	Intel
	UPT vs. overhead
	· Direct quantization of amplitude provides similar performance comparing to differential quantization of amplitude
· QPSK phase quantization provides worse performance-overhead trade-off comparing with 8-PSK
· 16-PSK phase quantization doesn’t provide significant performance gains over 8-PSK quantization while has higher overhead

	LGE
	UPT vs. overhead
	· For average UPT performance with M=6, Alt 1 with 16PSK provides performance gain of 6%, 5%, and 1% compared to the Alt 2, Alt 3 and Alt 4, respectively.  
· For 5% UPT performance with M=6, Alt 1 with 16PSK provides performance gain of 10%, 8.8%, and 1.6% compared to the Alt 2, Alt 3 and Alt 4, respectively.
· For both average UPT and 5% UPT, Alt 1 with 8 PSK provides best trade-off between performance and feedback overhead. 
· Although Alt 3 (W ̃_2=ABC) provides the lowest feedback overhead, Alt 3 requires additional iterative optimization complexity to obtain A and C where each element in matrix A or C is calculated based on the MSE optimization.

	MotM/Lenovo
	UPT vs. overhead
	· Alt 2-M with (A,B,C) = (4,3,4) shows non-negligible performance improvement over configurations of Alt 1 and 4 for β=0.50 and β=0.75.
· Alt 2-M’ (16QPSK) [Alt2’ in the description] has superior throughput vs. overhead tradeoff compared to Alt 1 (16PSK) and Alt 4 (16QPSK) by between 0.25% to 0.75% for average cell throughput and between 0.75% and 2.0% for cell edge; the greatest gains occurring at low overhead (small β )

	Nokia/NSB
	UPT vs. overhead
	· The FD component with the strongest coefficient carries the most information. The average amplitude of the selected coefficients in this component is more than twice the average amplitude of the other selected coefficients.
· Giving one extra bit (16PSK) to phase quantization of the selected nonzero LC coefficients of the FD component with the strongest coefficient yields most of the gain of the 16PSK phase quantization when applied to all coefficients
· Giving one extra bit (4) to amplitude quantization of the selected nonzero LC coefficients of the FD component with the strongest coefficient yields substantial UPT gain over a 3-bit amplitude quantizer with very modest overhead increase

	NTT Docomo
	UPT vs. overhead
	· 	Alt3 (ABC matrix): A and C are real-valued diagonal matrices and B is a coefficient matrix. The amplitude set for each element of B is either 0 or 1, provides a good balance between overhead reduction and performance compared to other alternatives.

	OPPO
	UPT vs. overhead
	· 16PSK co-phasing is 1% better than 8PSK for per coefficient quantization (Alt1) and differential quantization (Alt2).
· Performance of per coefficient quantization (Alt1) and two part resolutions quantization (Alt4) are similar; per coefficient quantization (Alt1) is 2% better than differential quantization (Alt2); ABC matrix (Alt3) decrease performance compare to per coefficient quantization (Alt1).

	Qualcomm
	UPT vs. overhead
	· 2D-differential quantization with 1-bit differential part achieves significant performance loss than 1D-differential quantization method and individual quantization methods.
· 1D-differential quantization with 2/3-bit differential part achieves similar performance and overhead as individual quantization, but the more complicated in UCI design

	Samsung
	UPT vs. overhead
	· The performance-overhead trade-offs achieved by Alt1, Alt2’, and Alt4S are close; in particular, they are in the following order Alt2’ > Alt1 > Alt4S.
· AltM performs poorly in low-overhead regime (for small β values), and performs competitively in high overhead regime (for large β values)
·   
· Alt4 with FD component “0”, on the other hand, can suffer from significant performance degradation if coefficients (hence the FD basis) associated with FD component “0” are always chosen  
· For Alt4S, the probability of FD component of the strongest coefficient being equal to the strongest FD component for each SD beam is close to 90%  

	Vivo
	UPT vs. overhead
	· On different quantization schemes, Alt1b (16psk co-phase) has the best performance with some overhead increasing.
· Alt1a, Alt2, and Alt3 has similar performance and overhead.

	ZTE
	UPT vs. overhead
	· The merged quantization approach Alt 2’ can achieve better Performance-Overhead trade-off than Alt 1.
· The original Alt 3 and Alt 4 cannot provide performance-overhead gain over Alt 1.
· The simplicity and overhead of Alt 2’ are quite close to Alt 1.
· Alt 3 requires high UE complexity.



There was some discussion on the need for the strongest coefficient indicator (analogous to Rel.15 Type II), at least for Alt1. The benefits mentioned include some reduction in the total payload (in Part 2 UCI, especially with 8PSK/16PSK phase) and improved performance due to better LCC normalization. These two benefits were not refuted although the significance of the total overhead saving was questioned by Fraunhofer. Companies that expressed the need for the strongest coefficient indicator (analogous to Rel.15 Type II) are, e.g. Huawei/HiSi, LGE, and Samsung.

Observation 5: On LCC quantization, 
· Alt1, Alt2, and Alt4 receive equal majority support. 
· A good number of companies show that the performance of LCC quantization schemes Alt1, Alt2, and/or Alt4 are within the same ballpark 

Proposal 5: On LCC quantization, agree on the following:
· The description of each of the five alternatives above is final 
· Further discuss to select one of the five alternatives later this week (in RAN1#96)
· Any new alternative (including merged/compromise proposals) will not be considered for down selection

Values of N3
The following was agreed in RAN1 NR-AH 1901 [2]:



[bookmark: _Hlk536009008]“Values of N3: For  and NSB is # CQI subbands, when , 


Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5”

In addition, the following guideline was a result of offline discussion:
[Table 1 Criteria for evaluation]
	Criteria
	Comment

	Performance-overhead tradeoff (UPT vs. overhead)
	· On Alt1, whenever padding is necessary, companies should describe their (assumed) padding scheme/algorithm.
· On Alt2, companies should describe their (assumed) segmentation scheme.
· For both alternatives, gNB receiver operation (e.g. how to handle padding or segmentation and the associated precoders/PMIs) can also be stated.
· Bandwidth = 20 MHz and/or 50 MHz, 30kHz SCS, R=1 and/or 2, different N3 values (ranging from small to large)

	Specification and/or implementation complexity
	· Additional specification components, e.g. for Alt2, consider the benefit(s) over using 2 reporting settings
· Additional effort to implement PMI search algorithm and UCI processing



The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.   

[bookmark: _Ref535337958]Table 11 Values of N3: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1.{2,3,5} alignment and padding
	5
	Ericsson (2nd preference), Intel, MediaTek, NTT Docomo, Qualcomm (2nd preference) 

	Alt2. {2,3,5} alignment + segmentation without padding
	2
	LGE, ZTE 

	Neither is preferred, need more study with baseline , or use single scheme regardless of  value
	10
	CATT, Ericsson (1st preference), Huawei/HiSi (with R=2 as UE capability), NEC, Nokia/NSB, Qualcomm (1st preference), Samsung, vivo 



 Table 12 Values of N3: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead
	· DFT padding results in around 2% loss compared to No DFT padding
· Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation

	Huawei/HiSi
	UPT vs. overhead
	· Although the difference among padding schemes is not significant, the variance of performance gain can be up to 2%. And segmentation shows performance loss

	Intel
	UPT vs. overhead
	· Padding or segmentation of FD coefficients provide similar performance comparing to the case without padding (with DFT size equal to the number of FD compression units)
· Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead

	LGE
	UPT vs. overhead
	· Alt2 can achieve about 5% and 4% performance gain over Alt1 in terms of average UPT and 5% UPT, respectively.
· Alt2 can further reduce the overhead if segment common basis selection and/or coefficient selection is applied.

	Qualcomm
	CDF of MU spec. effic.
	· Alt1 with extrapolation achieves better performance for edge SBs.
· Alt2 has a larger spec effort and the performance gain for large delay spread and/or bandwidth can be leveraged by two separate CSI configurations.

	Samsung
	UPT vs. overhead
	· When N_SB×R>13, (a) Alt0 (N_3=N_SB×R) achieves the best performance-overhead trade-off (b) Alt1 (N_3 is a multiple of 2, 3, or 5) incurs large performance loss due to possible misalignment/mismatch between an assumed precoder by the gNB and an actual precoder used by the UE while calculating CQI
· Alt2 (two segments) results in high overhead, and performs worse than Alt0 in terms of performance-overhead trade-off

	ZTE
	UPT vs. overhead
	· Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%.



Observation 6: On the value of N3, a number of companies (representing the majority view) express concern on the performance (UPT vs. overhead trade-off) loss and complexity caused by two the available alternatives for  and propose to further study the issue with  as the baseline
· The performance of Alt1 seems to heavily depend on the assumed padding scheme
· It is observed that Alt2 tends to result in higher overhead, at times even more than Rel.15 Type II 

Proposal 6: Further discuss and clarify/refine both the available alternatives with  as the baseline (at least for performance, i.e. UPT vs. overhead trade-off) 

Miscellaneous
Miscellaneous (other) issues were also mentioned in companies’ contributions such as:
· Confirming working assumption of O3=4  
· Content of UCI part 1 and part 2 as well as other detailed UCI design issues
· CBSR
· Whether to support L=3 or 6 in addition to L={2,4} (the discussion can wait for higher rank extension per agreement in RAN1 NR-AH 1901)
· Further optimization on the setting (including the possibility of reporting) of DFT compression parameters, e.g.  
· UE reporting smaller value of M (in addition to the configured M)
· Reporting mechanism for M DFT basis indices
· Other (non-DFT-based) compression schemes
· Separate UE capability or restricted use cases for smaller size of FD compression unit (R = 2)
· Include issues such as limitation on the number of FD compression units, CPU occupation, latency constraint and/or BW constraint
Since this meeting will focus on the six issues (sections 2.1 to 2.6), a summary of such miscellaneous issues is not included in this FL summary. 

[bookmark: _Ref536659947]Updated timeline and work plan
The timeline (with a set of milestones for each RAN1 meeting) proposed in [3] is updated with more details for Type II rank 1-2 overhead reduction. The updated parts are highlighted in blue. 

[bookmark: _Ref526296952]Table 13 Proposed timeline along with the milestones
	96 (02/19)
	96B (04/19) – early projection 
	97 (05/19) – early projection

	1. Finalize incomplete agreements from RAN1 NR-AH 1901:
a. Subset selection for 1st layer (subset design, )
b. Values of M (down select) and N3 (down select for larger # units)

2. Agree on (finalize) the following components for DFT-based compression:
a. LC coefficient quantization
b. Basis/coefficient subset selection for RI=2

3. SLS comparison and discussion for Type II rank >2 extension
a. Agree/conclude whether DFT-based compression is extended to RI=3 and 4
b. Categorize proposed schemes
c. A “scheme” may comprise extension of subset selection, compression parameter setting (, M, N3), additional across-layer compression (if applicable), codebook parameter setting (layer common vs. independent, additional support for L=3/6)…
	1. If DFT-based compression is extended to RI=3 and 4, narrow down candidate schemes for DFT-based compression extension to RI=3 and 4

2. Discuss UCI design details (e.g. list of potential UCI parameters)
a. Content of part 1 
b. Content of part 2
c. Other UCI design issues
	1. If DFT-based compression is extended to RI=3 and 4, agree on the adopted scheme 
a. Some additional details may need further agreements

2. Partial agreements on UCI design details
a. Content of part 1 
b. Content of part 2
c. Other UCI design issues


 …
	98 (08/19) – early projection
	98B (10/19) – early projection
	99 (11/19) – early projection

	1. If DFT-based compression is extended to RI=3 and 4, finalize the remaining details 

2. Finalize the following for UCI design details
a. Content of part 1 
b. Content of part 2
c. Other UCI design issues
	1. Finalize remaining open issues on UCI design details

2. Discuss and (if possible) conclude on the following issues:
a. CBSR
b. Support for “other schemes”
c. Additional optimization
	Maintenance on Type II overhead reduction, i.e. finalize remaining issues
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