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1. Introduction
In the RAN1#95 meeting [1] and in the RAN1 NR-AH 1901 meeting [2], the following agreements related to Type-II CSI compression were made: 

Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 

Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices

Agreement

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 

Agreement:
 The value of M is higher-layer configured 
· FFS: Whether UE reporting smaller value of M (in addition to the configured M) is supported 

Agreement
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Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5

Offline proposal: On LC coefficient quantization, finalize the scheme based on the following alternatives in RAN1#96:
· Alt1 (per coefficient analogous to Rel.15 Type II ): Rel.15 3-bit amplitude, N-bit phase where N is configured to either 2 (QPSK), 3 (8PSK), or 4 (16PSK).
· Alt2 (differential): Rel.15 3-bit wideband amplitude for each beam, X-bit differential amplitude TBD, Y-bit phase TBD
· [X=2 or 3, Y=2 or 3 were mentioned – please confirm the final choice]
· Alt3 (ABC matrix): A and C are real-valued diagonal matrices and B is a coefficient matrix. The amplitude set for each element of B is either 0 or 1. The amplitude sets of A and C TBD
· [Rel.15 3-bit amplitude for A/C and Rel.15 3-bit amplitude for A and {0, 1/4, 1/2, 1} for C were mentioned – please confirm the final choice]
· Alt4 (two parts with two resolutions): For each beam: 4-bit amplitude and 4-bit phase for the first FD component’s coefficient; 3-bit amplitude and 3-bit phase for the remaining coefficients
· Alphabets for 4-bit and 3-bit amplitude TBD
· Alphabets for 4-bit and 3-bit phase TBD

In this contribution, we discuss the configuration, quantization and reporting scheme for the agreed DFT-based compression scheme for Type II overhead reduction.
 Also, a compression scheme based on Doppler-domain precoding is discussed in our companion contribution [3].
2. Feedback compression for Type II CSI Reporting
In the RAN1#95 meeting [1], it was agreed to adopt a DFT-based compression scheme for Type II overhead reduction. The DFT-based compression scheme is summarized in the following. 
Assuming a dual-polarized antenna array at the gNB with configuration (,,), the conventional Rel.-15 double-stage precoder for a transmission layer is given by
	
	
	(1)


where  is the wideband first-stage precoder containing  spatial beams  identical for  subbands, and  is the second-stage precoder that contains  subband (wideband amplitude, subband amplitude and phase) complex frequency-domain combining-coefficients per subband associated with the  spatial beams. For a compression of , the second stage precoder  is expressed per beam as a product of  few frequency domain (FD) combining coefficients and associated FD basis vectors. Each FD basis vector is given by a DFT vector and models a linear phase increase over the  subbands. Hence, each FD vector is associated with a delay in the transformed (delay) domain. The overall precoder can be expressed by
	
	
	(1)


where  is the number of FD components/delays for the -th beam,  is the -th FD (DFT) component vector of size  associated with the -th beam,  is a complex FD coefficient associated with the -th spatial beam, -th FD basis vector and -th polarization, and  is a normalization constant. 
2.1 Quantization of coefficients in 
In this section, we shortly discuss the agreed quantization schemes at RAN1#95 in terms of feedback overhead. Simulation results of the different quantization schemes are presented in Section 3. 
ALT1: In ALT1A, the UE reports not more than  quantized combining coefficients (amplitude and phase) and a bitmap to indicate the selected coefficients. Each of the quantized combining coefficient is expressed as , where  is the amplitude which is quantized with 3 bits, and ;  is a complex-valued unit-magnitude coefficient to indicate the phase. 
The amplitude set for  is identical to the Rel.15 wideband amplitude set. 


ALT2A: In ALT2A, the UE reports not more than  combining coefficients (amplitude and phase) and a bitmap to indicate the selected coefficients. Each of the selected combining coefficient  is expressed as , where  is a real-valued coefficient representing a common amplitude across all combining coefficients associated with the i-th beam and p-th polarization,  is the differential amplitude quantized with 1 or 2 bits, and ; is a complex-valued unit-magnitude coefficient to indicate the phase. 

The amplitude set for  is identical to the Rel.15 wideband amplitude set. The differential amplitudes  are quantized with 2 bits. The amplitude set used for the differential amplitudes  is given by 


ALT2B: In ALT2B, the UE reports not more than  combining coefficients (amplitude and phase) and a bitmap to indicate the selected coefficients. Each of the selected combining coefficient  is expressed as , where  is a real-valued coefficient representing a common amplitude across all combining coefficients associated with the d-th delay,  is the differential amplitude quantized with 2 bits, and ; is a complex-valued unit-magnitude coefficient to indicate the phase. 

The amplitude set for  is identical to the Rel.15 wideband amplitude set. The differential amplitudes  are quantized with 2 bits. The amplitude set used for the differential amplitudes  is given by 

ALT3: In ALT3, the combining coefficients  are expressed as , where  is a real-valued coefficient representing a common amplitude across all combining coefficients associated with the i-th beam and p-th polarization,   is the differential amplitude quantized with 1 bit,  is a real-valued coefficient representing a common amplitude across all combining coefficients associated with the selected d-th FD basis vector, and ;   is a complex-valued unit-magnitude coefficient to indicate the phase. In contrast to the previous quantization schemes, for ALT3 a bitmap does not need to be additionally reported for the selection of the coefficients since the amplitude set of the differential amplitudes  is defined by  The values of  represent the bitmap.

The amplitude set for  is identical to the Rel.15 wideband amplitude set. The coefficient  associated with the leading beam is not reported. The coefficient  associated with the strongest FD component is not reported. the phase values corresponding to the selected combining coefficients are reported. The differential amplitudes  are quantized with 1 bit. The amplitudes  are quantized with 3 bits. The amplitude set for  is also identical to the Rel.15 wideband amplitude set.

Procedure to calculate values of  and :
The procedure of calculating  and  are explained for an example matrix in the following. First, before doing the quantization, we normalize the matrix  with the strongest coefficient in amplitude. By doing this, the strongest coefficient will always be equal to 1. 
In the next step, select the first  strongest coefficients of matrix .  The selection of the  non-zero indices are indicated by a bitmap of size 2LM which is represented by the matrix . 
Please note that matrix B (bitmap) is not updated during the iterations, it is rather fixed before quantization. Only the values of  and  are calculated sequentially. 
Assuming  and , the FD coefficient matrix  having  non-zero coefficients is given by 

From , the bitmap is given by .
By using ALT3 scheme, the amplitude values of   is approximately expressed as
 
For simplicity, assume  are absolute values from now on. 
In the following, the procedure to calculate the values of  and  is explained. 
In the first step, the values of  are initialized as follows:
 , 
  
  ,
   
In the second step, the values of  are calculated using the MSE criterion. For example, the values of ’s are calculated as 


Similarly,   and  are calculated. 
In the third step, based on the calculated values of , the values of  are updated using the same MSE criterion as 


Once the values of  are calculated, the values of  are updated once again using step 2. 
In our observation at most 2 iterations are sufficient to obtain  and  that minimize the mean square error between the unquantized  and  matrices.

Advantages of ALT3 scheme:
1) The feedback associated with the amplitude values does not depend on the value of  for a fixed number of spatial beams and FD components. 
2) For a large number of FD components, the feedback associated with the amplitude values is significantly less compared to ALT1/ALT2/ALT4. 

ALT4: In ALT4, the UE reports not more than  quantized combining coefficients (amplitude and phase) and a bitmap to indicate the selected coefficients. Each of the  quantized combining coefficient is expressed as , where  is the amplitude, and ;  is a complex-valued unit-magnitude coefficient to indicate the phase. 
For the evaluations of ALT4, the coefficients (amplitude and phase) for each beam are separated into two sets. The first set contains the coefficient associated with the first FD component of each spatial beam. The amplitude and phase of the coefficients of first set are quantized with 4 bits each. The amplitudes of the coefficients of the first set are quantized using the amplitude set: . The second set contains the remaining coefficients. The amplitude and phase of the coefficient in the second set are quantized with 3 bits each. The amplitude set for the second set of coefficients is identical to the Rel.15 wideband amplitude set.  
The numbers of bits to be reported for ALT1, ALT2a, ALT2b, ALT3 and ALT4 are listed in Table I. Also shown is the corresponding compression ratio achieved by each quantization scheme with respect to Type-II CSI reporting (WB and SB amplitudes and phases). For a fair comparison to the Type-II CSI feedback, the feedback overhead for reporting the selected M FD basis vectors is taken into account when calculating the compression ratio.  
















Table I: Numbers of bits needed for reporting of the combining coefficients per layer for different quantization schemes.
	Quant. Scheme
	Numbers of bits for reporting of
	Total number of bits to be reported for configuration (2L,M,K0, N3) vs. compression ratio

	
	Beam amplitudes ()

	FD  component amplitudes )

	Bitmap 

	Amplitudes of combining coefficients ()
	Phase of combining coefficients () 
	Indices of selected M FD basis vectors
	(8,4,16,13)

	(8,7,28,13)


	ALT1A
	-
	-
	2LM
	3K0
	3K0
	
	192/42%
	252/25%

	ALT2a
	3(2L-1)
	-
	2LM
	2K0
	2K0
	
	189/44%
	245/27%

	ALT2b
	-
	3(M-1)
	2LM
	2K0
	2K0
	
	177/47%
	242/28%

	ALT3
	3(2L-1)
	3(M-1)
	-
	2LM
	K0
	
	150/55%
	207/38%

	ALT4
	-
	-
	2LM
	4(2L)+
3(K0-2L)
	4(2L)+
3(K0-2L)
	
	208/38%
	268/20%

	Type-II CSI (reference)
	-
	-
	-
	-
	-
	-
	336/0%
	336/0%



Considering the above results from Table I, it is observed that ALT3 achieves the highest compression ratio compared to the other quantization schemes. 
Observation 1: ALT3 achieves the highest compression ratio compared to the other quantization schemes. 

2.2 Codebook subset restriction
At RAN1#95 meeting [1], it was agreed that Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for the Type-II codebook. In this section, CBSR for the codebook containing the FD basis vectors is discussed and shown that CBSR can be used to reduce the UE calculation complexity and feedback overhead. 

As mentioned above, each FD basis vector is given by a DFT vector which is associated with a delay in the transformed (delay) domain. The value range of the selected delays/FD basis vectors by the UE depends on the delay spread of the  beam-formed channels (obtained when combining the  beam vectors  with the MIMO channel impulse response). The energy of the beam-formed channel impulse responses is mainly concentrated in a single peak or very few peaks and only few dominant delays/FD basis vectors selected from a subset of the codebook are associated with these peak(s). Thus, the codebook size can be reduced to a subset of FD basis vectors. Figure 1 and Figure 2 shows the probability distribution of the indices of selected FD basis vectors from the codebook without oversampling for two different codebook sizes () for 10 MHz and 100 MHz system bandwidths, respectively. The DFT vectors in the codebook are ordered with respect to the phase increase. This means, the first DFT vector is given by the all-one vector (whose phase increase is zero). It is observed that the first  and the last  FD basis vectors have a significantly higher probability to be selected than other FD basis vectors. Therefore, the entries of the codebook containing the FD basis vectors may be defined by a submatrix of a DFT matrix. The codebook size reduces hence from  to . Furthermore, the search space of the FD basis vector combinations used by the UE for the optimization of the parameters of the precoder in (1) is reduced as well. 

Simulation results in Section 3 show that for 10 MHz system bandwidth and for ) configuration,  a good choice for  and  are 3 and 3, respectively, and for ) configuration,  a good choice for  and  are 4 and 4, respectively. For 100 MHz system bandwidth for  configuration, a good choice for  and  are 4 and 3, respectively and for  configuration, a good choice for  and  are 5 and 5, respectively.

Proposal 1: Codebook subset restriction should be supported for the FD basis vector codebook for reducing the feedback overhead and the UE calculation complexity for the selection of the FD basis vectors. The entries of the codebook containing the FD basis vectors then are defined by a submatrix of a DFT matrix. A good choice for  and  are
·  and  for  and 10 MHz system bandwidth, and
·  and  for  and 100 MHz system bandwidth.
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	(a) , ,  and 
	(b) , ,  and 

	Figure 1: Probability distribution of selected FD basis vectors by the UE for two different values of  over many channel realizations for configuration  and  for 10 MHz bandwidth. The first  and the last  FD basis vectors from the codebook have a significantly higher probability to be selected than other FD basis vectors.
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	(a) , ,  and 
	(b) , ,  and 

	Figure 2: Probability distribution of selected FD basis vectors by the UE for two different values of  over many channel realizations for the two configurations  and  for 100 MHz system bandwidth. The first  and the last  FD basis vectors from the codebook have a significantly higher probability to be selected than other FD basis vectors.


3. Simulation Results
For the evaluation of the performance of the DFT-based Type II overhead reduction scheme, simulations were carried out for the Dense Urban (Macro only) channel model for SU-MIMO/MU-MIMO setups with rank adaptation. The results are provided for 32 antenna ports at the gNB and system bandwidths of 10 MHz (SCS of 15 kHz) and 100 MHz (SCS of 30 kHz). The simulation parameters are according to the agreements made in RAN1#95 [1], and listed again in Table 2 in Appendix. For a performance comparison of the proposed overhead reduction scheme, the Type-II CSI scheme using L=4 beams with WB/SB amplitude and 8-PSK/QPSK phase is used as a reference. 
For 10 MHz bandwidth,  is given by 13 and the value of  is chosen by Alt1: , where . Therefore, for the given two values of , . Choosing Alt2:  also results in identical values of . For 100 MHz bandwidth,  is given by 35. By choosing Alt1, for given values of ,  , whereas using Alt2, . Since the number of FD components does not depend on the codebook size  and due to the larger  values using Alt2, Alt1 is preferred. 
Proposal 2: Support Alt1:  with . 
Also, the value of  depends on the value of . The supported values of  are given by . When   a large performance degradation is observed. Therefore, only the last three values of  are used in the simulations.
Quantization of combining coefficients
Figure 3a and Figure 3b show the performance of the DFT-based compression scheme for the different quantization schemes discussed above. Also shown are the compression ratios achieved by each quantization scheme with respect to Type-II CSI reporting in Figure 4. The following setups are considered:  and  with different values of  for 10 MHz system bandwidth.
From Figure 3a and Figure 3b, it can be observed that the performance achieved by ALT3 is almost identical to the performance of ALT1 for both configurations, but it achieves a significant reduction in feedback overhead. Although, ALT2a also achieves a comparable performance to ALT1, the performance-overhead trade-off is not on par compared to the performance-overhead tradeoff achieved by ALT3. Also, shown in Figure 4, the compression ratio achieved by ALT3 scheme is the highest compared to the other quantization schemes. 
Observation 2: ALT3 achieves almost the same performance than ALT1 by a further reduction of the feedback overhead by 12%, 13% and 26% for the configurations   and  ), respectively.

	                     

	Figure 3a: Performance achieved by various quantization schemes with respect to Rel. 15 Type-II CSI framework for the configuration  for three values of 



	                 

	Figure 3b: Performance achieved by various quantization schemes with respect to Rel. 15 Type-II CSI framework for the configuration  for three values of 



	                    

	Figure 4: Feedback compression ratios of various quantization schemes for different configurations  with respect to Rel.15 Type-II CSI feedback.


As a conclusion, we have the following proposal. 
Proposal 3: Consider ALT3 for the quantization of the FD coefficients for the Rel.16 Type-II compression codebook.
Moreover, from Figures 3a and 3b, considering  and ¼ of the  coefficients ( results only in minor performance gain, whereas for , the performance is satisfactory due to the use of large number of FD components. However, when increasing the value of  to , a performance improvement of approximately 2% can be seen for both setups. Further increasing the value of  to  results in the best performance for both setups. Therefore, larger values of  shall be supported to achieve significant performance gain.  
Proposal 4: Support .

Codebook subset restriction for FD basis vector codebook
Figure 5a and Figure 5b show the performance of the DFT-based compression scheme obtained when using CBSR on the frequency domain codebook for different values of (, ) and sizes of the codebook  for the following setups:  and  for 10 MHz system bandwidth, and  and  for 100 MHz system bandwidth. As observed from Figure 5a (10 MHz system bandwidth), when the codebook is restricted to the first 3 basis vectors and last 3 basis vectors, i.e., when , and when  FD vectors are selected, the performance loss is only 0.5% compared to the case when 4 FD basis vectors are selected using the entire codebook (referred to as “Ideal”). 
	



	Figure 5a: Performance loss when the codebook is restricted to the first  basis vectors and the last  basis vectors.   and .



	



	Figure 5b: Performance loss when the codebook is restricted to the first  basis vectors and the last  basis vectors.   and .


On the other hand, when   with  FD basis vectors, the performance loss is only 0.7% compared to the case when  FD basis vectors are selected using the entire codebook (“Ideal”). As observed in Figure 5b (100 MHz system bandwidth), when the codebook is restricted to the first 5 basis vectors and last 5 basis vectors, i.e., when  and when  FD vectors are used, the performance loss in only 0.6% compared to the case when  vectors are selected using the entire codebook. On the other hand, when the codebook is restricted to the first 5 basis vectors and last 5 basis vectors, i.e., when  and when  FD vectors are used, the performance loss in only 0.9% compared to the case when  vectors are selected using the entire codebook. 
Observation 3: A marginal performance loss is observed when using codebook subset restriction on the FD basis vector codebook. The codebook size () reduces from 13 to 6 or 8 FD basis vectors and from 35 to 7 or 10 FD basis vectors for the 10 MHz and 100 system bandwidth configurations, respectively. 
FD Basis and size- subset selection:
In this subsection, the simulation results are presented for the following two issues for the configuration  and  for two different values of .
1) size- subset design for the first layer 
a. Alt1: Unrestricted subset (2LM)
b. Alt2: Polarization-common subset (LM)
c. Alt3: Restricted subset (for a given subset of beams and FD basis, size=2L+M)
2) FD basis selection and coefficient subset selection for two layers
a. Alt 1A: layer-common FD basis subset selection, layer-common coefficient subset selection
b. Alt 1B: layer-common FD basis subset selection, layer-independent coefficient subset selection
c. Alt 2: layer-independent FD basis subset selection, layer-independent coefficient subset selection


Figure 6 shows the performance achieved without restriction on subset selection and with polarization-common subset for various configurations of  and  for a single layer transmission. In the case of no restriction, the bitmap of size  is used to indicate the selection of  non-zero coefficients. In the case of polarization common subset, a single bitmap of size  is used to select not more than  combining coefficients per polarization subset. 
	                

	Figure 6: Performance achieved when using size- subset with no restriction and polarization-common subset for the first layer. 



From Figure 6, it can be observed that the difference in the achieved performance using unrestricted subset selection and polarization common subset selection is quite small. However, using polarization-common subset results offers a reduction of feedback overhead saving of  bits. 
Observation 4: Polarization-common subset selection results in minor performance loss over the unrestricted subset.
Proposal 5: Support unrestricted subset and polarization-common subset selection.
Figure 7a and 7b show the achieved performance when using the identical and non-identical FD basis in addition to common and independent size- subset selection over two layers. The results are shown for two different configurations  and  for two different values of . The agreed alternatives are listed under issue 2. From Figure 7a and 7b, it can be observed that using layer-common basis results in performance loss compared to that of layer-independent basis. Also, layer-common basis with layer-common subset selection results in minor performance loss compared to the layer-independent subset selection. 

	                    

	Figure 7a: Performance achieved when using layer-common and layer-independent basis and subset selection for the configuration  for two different values of .



	                    

	Figure 7b: Performance achieved when using layer-common and layer-independent basis and subset selection for the configuration  for two different values of 


Observation 5: Layer-common basis selection and layer-common subset selection results in some performance loss over layer-independent FD basis and layer-independent coefficient subset selection.  
Instead of choosing a sub-optimal approach for FD basis and coefficient selection, for example, a layer-common FD basis selection and layer-common coefficient subset selection to achieve feedback reduction and then spending more bits for the quantization of the coefficients to avoid large performance degradations, it would be more meaningful to take advantage of the benefits provided by the optimal approaches (layer-independent basis selection and/or subset selection) combined with a quantization scheme that results in a better performance, but achieves a higher feedback reduction. 
Therefore, any decision on the feedback reduction schemes associated with the FD basis and the subset selection should be made in conjunction with the quantization scheme. 
Observation 6: Choosing a sub-optimal approach for FD basis and coefficient subset selection to save feedback overhead and then spending more bits for the quantization scheme should be avoided. 
Proposal 6: Discuss layer-common/independent FD basis and coefficient subset selection in conjunction with the quantization scheme. 

4. Conclusions
Based on the above discussion, we have the following observations and proposals. 
Observation 1: ALT3 achieves the highest compression ratio compared to the other quantization schemes. 

Proposal 1: Codebook subset restriction should be supported for the FD basis vector codebook for reducing the feedback overhead and the UE calculation complexity for the selection of the FD basis vectors. The entries of the codebook containing the FD basis vectors then are defined by a submatrix of a DFT matrix. A good choice for  and  are
·  and  for  and 10 MHz system bandwidth, and
·  and  for  and 100 MHz system bandwidth.
Observation 2: ALT3 achieves almost the same performance than ALT1 by a further reduction of the feedback overhead by 12%, 13% and 26% for the configurations   and  ), respectively.

Proposal 3: Consider ALT3 for the quantization of the FD coefficients for the Rel.16 Type-II compression codebook.
Proposal 4: Support .
Observation 3: A marginal performance loss is observed when using codebook subset restriction on the FD basis vector codebook. The codebook size () reduces from 13 to 6 or 8 FD basis vectors and from 35 to 7 or 10 FD basis vectors for the 10 MHz and 100 system bandwidth configurations, respectively. 
Observation 4: Polarization-common subset selection results in minor performance loss over the unrestricted subset.
[bookmark: _GoBack]Proposal 5: Support unrestricted subset and polarization-common subset selection.
Observation 5: Layer-common basis selection and layer-common subset selection results in some performance loss over layer-independent FD basis and layer-independent coefficient subset selection.  
Observation 6: Choosing a sub-optimal approach for FD basis and coefficient subset selection to save feedback overhead and then spending more bits for the quantization scheme should be avoided. 
Proposal 6: Discuss layer-common/independent FD basis and coefficient subset selection in conjunction with the quantization scheme. 
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Appendix
Table 2: Simulation parameters and setup
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Macro Dense Urban

	Frequency Range
	4GHz (FR1)

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS /275 for 30 kHz SCS

	Simulation bandwidth 
	10 MHz,15kHz SCS; 100 MHz, 30 kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Up to 2 layers

	Overhead 
	DMRS, CSI-RS, PDCCH 

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Evaluation Metric
	Throughput vs CSI feedback overhead (bits)

	Baseline for performance evaluation
	Rel-15 Type II Codebook 



 ALT1 (M=4)	192	288	384	100.7	102.5	103	ALT2a (M=4)	218	298	378	100.5	102.3	102.6	ALT2b (M=4)	194	274	354	100.5	102.1	102.4	ALT3 (M=4)	204	252	300	100.7	102.5	102.8	ALT4 (M=4)	224	320	416	100.7	102.5	102.8	Type II	678	100	Feedback bits 


Performance [%]




ALT1 (M=7)	336	504	672	102.3	104	104.5	ALT2a (M=7)	350	490	630	102.1	103.7	104.2	ALT2b (M=7)	344	484	624	102	103.5	104	ALT3 (M=7)	330	414	498	102.3	103.9	104.3	ALT4 (M=7)	368	536	704	102.5	104.2	104.7	Type II	678	100	Feedback bits


Performance [%]




ALT1	
(M, Ko)=(4,16) 	(M, Ko)=(4,24)	(M, Ko)=(7,28)	(M, Ko)=(7,42)	57	43	25	1	ALT2a	
(M, Ko)=(4,16) 	(M, Ko)=(4,24)	(M, Ko)=(7,28)	(M, Ko)=(7,42)	55	44	27	6	ALT2b	
(M, Ko)=(4,16) 	(M, Ko)=(4,24)	(M, Ko)=(7,28)	(M, Ko)=(7,42)	59	47	28	7	ALT3	
(M, Ko)=(4,16) 	(M, Ko)=(4,24)	(M, Ko)=(7,28)	(M, Ko)=(7,42)	63	55	38	26	ALT4	
(M, Ko)=(4,16) 	(M, Ko)=(4,24)	(M, Ko)=(7,28)	(M, Ko)=(7,42)	52	38	20	-4	
Compression ratio  [%]





CB size (6), 4 FD basis vectors	CB size (8), 7 FD basis vectors	Ideal	99.5	99.3	100	
Performance [%] 




CB size (7), 5 FD basis vectors	CB size (10), 9 FD basis vectors	Ideal	99.4	99.1	100	
Performance [%]



Unrestricted subset	
(M,Ko) = (4,8) 	(M,Ko) = (4,16) 	(M,Ko) = (7,14) 	(M,Ko) = (7,28) 	101.4	104	103.8	105.6	Polarization-common subset	
(M,Ko) = (4,8) 	(M,Ko) = (4,16) 	(M,Ko) = (7,14) 	(M,Ko) = (7,28) 	100.4	103.4	103.2	105.2	
Performance [%]




Alt1A	
(M,Ko) = (4,8)	(M,Ko) =(4,16)	100.3	101.1	Alt1B	
(M,Ko) = (4,8)	(M,Ko) =(4,16)	100.6	101.5	Alt2	
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