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Introduction
DFT-based compression has been agreed as the Type II rank 1-2 overhead reduction scheme, where frequency domain compression is employed to remove the redundancy among all the subbands. In this contribution, the unresolved issues, including basis/coefficient subset selection, LC coefficient quantization, UCI design and CBSR, are discussed. In addition, the structure of Type II rank>2 extension is also proposed. 
Overhead reduction for Type II CSI
Subset design for the first layer
In RAN1 NR-AH 1901 meeting, the following agreements were achieved [1]:

Agreement
On basis/coefficient subset selection for the first layer, the following is supported:
· Common selection for all beams with size-K0 subset of 2LM reported 
· The value of K0 is configured via higher-layer signaling
· The number of reported non-zero coefficients can be smaller than or equal to K0
· FFS: Whether the value of M is configurable

Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices
Agreement

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 

For the first layer,  defines the maximum number of reported coefficients, which is configured using factor. The simulation results corresponding to the four candidate values of are given in Table 1.
According to the agreements made in RAN1 AH#1901 meeting [1], we consider PMI subband size equal to CQI subband size on frequency domain (FD) unit, i.e., R=1. The number of subband N3 is set to 13 for system bandwidths of 52 PRBs. In the agreements made in RAN1 AH#1901 meeting [1], two values of M denoting the number of FD basis are supported, i.e., . Let   , then , and L=4 spatial beams are assumed in the simulation. The other detail evaluation assumptions are given in TableAI in Appendix. As a performance baseline, Rel-15 Type II codebook using L=4 beams with SB amplitude and 8-PSK phase quantization is also evaluated.
Table 1: The performance comparison for different values of   and Rel-15 Type II codebook
	The value of beta
	5% UPT
(Mbps)
	5% UPT gain
	Average UPT
(Mbps)
	Average UPT gain
	RU

	Rel-15 Type II
	10.82
	0%
	23.36
	0%
	44%

	
	11.04
	2.03%
	23.29
	-0.06%
	44%

	
	10.51
	-2.86%
	22.88
	-1.79%
	45%

	
	9.78
	-9.62%
	21.87
	-6.14%
	48%

	
	8.83
	-18.37%
	20.51
	-11.97%
	52%


According to the above results, the performance loss is marginal when  . Note that the advantage of Type II codebook is its remarkable performance, which should not be compromised too much. In order to achieve good performance,  should be supported. Compared with Rel-15 Type II CSI, if  is used, about 65% overhead could be saved at the cost of about 2% performance loss. As a compromise of performance and overhead,    is also preferred. 

Proposal-1: For the value of . 

One snapshot of distribution of   coefficients is depicted in Fig. 1. Those coefficients with the largest  amplitudes are selected and L = 4, M = 4. According to the results, different coefficients distributions per polarization are observed. Therefore,  coefficients should be selected within unrestricted subset, i.e. size = 2LM. 



Figure 1: The distribution of   coefficients

Proposal-2:  coefficients should be selected from unrestricted subset, i.e. size = 2LM.

Basis/coefficient subset selection for RI=2

In RAN1#95, the following agreements are achieved for RI=2:
Agreement: 

In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· 
Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· 
Alt2. Basis subset selection () for the 1st can be different from 2nd layer
Assume Rel-15 3-bit amplitude and Rel-15 8PSK co-phasing for  quantization for evaluation purposes.
The mentioned basis subset selection includes both FD basis subset selection and coefficient subset selection. FD basis subset selection refers to the selection of M out of  FD DFT vectors and coefficient subset selection refers to the selection of  (number of non-zero coefficients) out of 2LM where 
The simulation results of the two alternatives for FD-basis selection are given in Fig. 2. In this simulation, we assume the same 2L= 8 spatial beams are used for the two layers. M = 4 FD-basis vectors are chosen to compress FD coefficients. The performance of cell average and cell edge of Rel-15 Type II codebook is used as the baseline. As shown in Fig. 2, Alt1 achieves similar performance to Alt2 with less overhead. The possible reason of similar performance for Alt1 and Alt2 is that the spatial characteristics for the two layers are similar due to adopting the same SD beams. If different spatial beams are used, the spatial characteristics would be different. Then, the performance may be improved by adopting different FD basis across the two layers over the same FD basis across the two layers.  


Figure 2: Relative cell average and cell edge throughput with same or differerent FD-basis selection for different layers

Observation-1: For FD-basis selection for different layers, Alt1 can achieve the similar performance to Alt2 with less feedback overhead.
Proposal-3: For RI=2, layer-common FD basis subset selection is used if the two layers adopt the same SD beams. Layer-independent FD basis subset selection is used if the two layers adopt different SD beams. 
One snapshot of coefficient subset selection is given in Fig. 3, which shows the distributions of non-zero coefficients of the two layers. Layer-common FD-basis subset selection and layer-common SD-basis selection are assumed, where L = 4 and M = 4. Similar to layer 0, distribution of non-zero coefficients of layer 1 also varies across polarizations. In addition, locations of non-zero coefficients of the two layers are quite different. This is caused by the spatial characteristics difference as mentioned before. Therefore, for layer 1,  coefficients should be selected within unrestricted subset and coefficient subset selection should be independent to that of layer 0.



                                 
(a) Layer 0                                                              (b) Layer 1 
Figure 3: Distributions of non-zero coefficients when RI=2
	
Proposal-4: For RI=2, layer-independent coefficient subset selection is supported.
Furthermore, independent selection of L SD basis out of  SD DFT vectors across layers is also beneficial. From performance perspective, orthogonality between layers is beneficial to mitigate inter-layer interference. In LTE codebook design and NR Rel-15 Type I CSI, such orthogonality is supported even for RI=2. If layer-independent SD-basis selection is allowed for the DFT-based compression codebook, orthogonality between the layers becomes feasible through using orthogonal beam groups. This is especially important for rank > 2. From overhead perspective, similar to the FD basis subset selection, the overhead increase caused by the additional beam indication (about 10 bits) for the second layer is marginal. Therefore, layer-independent SD-basis selection should be considered, especially for rank > 2.

Proposal-5: For higher rank, layer-independent SD-basis selection should be considered.
Indication of non-zero coefficients

With  configured via high-layer signaling,  non-zero coefficients are reported. The location of  non-zero coefficients should be indicated to network. Since the spatial characteristic across different layers could be independent, the distribution of non-zero coefficients would be different for each layer. Based on such consideration, the following four candidates for  indication can be considered:

· Alt-1: For each layer, locations of the non-zero coefficients are indicated using a separate size- bitmap in CSI part 1 or CSI part 2. 
· Alt-2: Union of the locations of the non-zero coefficients of all the layers is indicated using a size- bitmap in CSI part 1. 
· Alt-3: Union of the locations of the non-zero coefficients of all the layers is indicated using a size- bitmap in CSI part 1. 
· Alt-4: Non-zero coefficients of the first layer are indicated using a size- bitmap in CSI part 1. In addition, the number of different locations of non-zero coefficients between the second layer and the first layer is reported in CSI part 1. 

Taking Fig. 4 as an example, the non-zero coefficients are assumed to be located within the red blocks for each layer, where L=4 and M=6.



                                 
(a) Layer 0                                                              (b) Layer 1 
Figure 4: Locations of non-zero coefficients
Alt-1 is straightforward. According to Fig. 4, two size- bitmaps are required when RI=2. The number of non-zero coefficients for each layer should be reported in CSI part 1 to determine the payload of CSI part2 if the bitmap are to be reported in CSI part 2.
For Alt-2, the bitmap in part 1 indicates the indices of SD beams and the indices of FD basis vectors where non-zero coefficients of all the layers are located (If RI=1, the bitmap only indicates the non-zero coefficients of the first layer). According to Fig. 4, the size- bitmap in part 1 indicates the index of beam 1~7 and indices of FD basis vectors 1, 2, 4 and 6. In addition, the number of non-zero coefficients for each layer is carried in CSI part 1. In part 2, a size bitmap per layer is used to indicate the detailed locations of non-zero coefficients of its corresponding layer. 
For Alt-3, the size bitmap in part 1 indicates the union of the locations of the non-zero coefficients of all the layers. As shown in Fig. 4, 19 bits are set to be ‘1’ in this case. The detailed locations of each layer could only be within the 19 locations. Then, a size-19 bitmap per layer could be used in part 2. Same as above, the number of non-zero coefficients for each layer is also required in CSI part 1.
For Alt-4, the size bitmap in part 1 indicates the locations of the non-zero coefficients of the first layer. (Note that the explicit indication of number of non-zero coefficients for the first layer is not needed in this case.) Comparing layer 0 and layer 1, there are total 10 different locations. In this way, the number of difference (=10) together with the number of non-zero coefficients for the second layer are reported in part 1. Further, in part 2, the detailed locations of layer 1 is indicated using combinatorial number with =44 bits. Compared with using two size bitmaps of Alt-1, Alt-2~4 all achieve lower indication overhead under the above distribution of non-zero coefficients. These three alternatives should be considered for  non-zero coefficients reporting.

Proposal-6: Adopt one of the following alternatives for  non-zero coefficients reporting:
· Alt-1: Union of the locations of the non-zero coefficients of all the layers is indicated using a size- bitmap in CSI part 1. 
· Alt-2: Union of the locations of the non-zero coefficients of all the layers is indicated using a size- bitmap in CSI part 1. 
· Alt-3: Non-zero coefficients of the first layer are indicated using a size- bitmap in part 1. In addition, the number of different locations of non-zero coefficients between the second layer and the first layer is reported in CSI part 1. 
LC coefficients quantization
As shown in the following, there are total seven quantization candidates identified in RAN1#95 [2]:
Agreement: 
For each layer, the following alternatives for quantizing each of the coefficients in  are to be studied for down selection in RAN1#96: 
· Alt1A. Rel-15 3-bit amplitude; Rel-15 QPSK and 8PSK co-phasing 
· Alt1B. Rel-15 3-bit amplitude; Rel-15 QPSK, Rel-15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel-15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel-15 QPSK and 8PSK co-phasing 
· Alt2B. Rel-15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel-15 QPSK, Rel-15 8PSK, and new 16PSK co-phasing
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase
In this section, performance and overhead tradeoff of Alt1, Alt2 and Alt3 are investigated. 
0. Alt1
For Alt1, the amplitude coefficients are quantized with a fixed resolution. The phase quantization could be interpreted as the following two schemes:
· Scheme1: The bitwidth of a phase coefficient is determined according to the configured value.  
· Scheme2: The bitwidth of a phase coefficient is determined according to the order of its corresponding amplitude coefficient in all amplitude coefficients. Namely, the quantized amplitude coefficients are sorted, and the bitwidth of co-phasing are assigned according to the order of amplitude coefficients.
Scheme1 is straightforward, where the payload and performance is controlled by gNB. Scheme 2 uses different resolutions for phase coefficients. It is possible to achieve better tradeoff between overhead and performance. Since  non-zero coefficients per layer will be reported, the UCI payload only relates to . Then the amplitude sorting processing of scheme 2 should be performed within the  non-zero coefficients. For example, assume QPSK and 8PSK are used for co-phasing, and the first  with larger amplitude of the co-phasing coefficients are quantized with 3 bits and the other co-phasing coefficients are quantized with 2 bits.
Alt2
With differential quantization, lower CSI payload could be expected for Alt2 compared with Alt1. The compression coefficients of Alt2 are represented as follows:
where denotes the WB amplitude of beam i, and denotes its corresponding differential amplitude. WB amplitude is determined by UE implementation. In the following simulation result, we assume that WB amplitude of beam i equals to the largest value of the amplitude coefficients of beam i, i.e. . Therefore, the value range of the differential amplitude coefficients is kept between 0 and 1. 
For Alt2A/Alt2B of the above seven quantization candidates, fixed quantization resolution is used for WB amplitude and the differential amplitude is quantized according to the configured value. Similar to Alt1, non-uniform phase quantization could also be applied to Alt2, and the following two candidates could be considered: 
· Scheme1: The bitwidth of co-phasing is determined according to the order of its corresponding amplitude coefficient in  amplitude coefficients. 
· Scheme2: The bitwidth of co-phasing is determined according to its corresponding WB amplitude value.
For scheme1, the  non-zero coefficients are sorted according to the product of WB amplitude and differential amplitude. As the values of WB amplitude indicate the beam strength, scheme2 differentiates the bitwidth of the coefficients according to their corresponding WB amplitude values. That is, those coefficients corresponding to the larger WB amplitude have larger bitwidth, while the smaller coefficients have smaller bitwidth. For instance, if the first two largest WB amplitude values are  and , their corresponding co-phasing and  are quantized with 8PSK and the remaining co-phasing coefficients are quantized with QPSK.

Proposal-7: For Alt2, one of the following alternatives for quantization of phase is supported: 
Alt-1: The bitwidth of co-phasing is determined according to its corresponding WB amplitude value. 
Alt-2: The bitwidth of co-phasing is determined according to the product of its corresponding WB amplitude and differential amplitude.

Evaluations
In this subsection, we provide simulation results in terms of performance vs. overhead for different quantization schemes. We use L=4 beams, M=4 FD basis with oversampling factor O3=4 and N3 =13 for system bandwidth of 52 PRBs to evaluate different quantization schemes. According to the simulation results in Table 1,  is set to 1/2 considering performance and overhead tradeoff. Therefore, UE reports at most K0=16 strongest combining coefficients for all the quantization schemes. Note that the number of non-zero coefficients reported by UE K1 could be smaller than K0. In the simulation, only K1 non-zero coefficients are quantized and reported. In order to investigate the impact of using fixed the number of bits for quantizing all co-phasing coefficients, 2-bit, 3-bit and 4-bit co-phasing quantization are evaluated. 

Alt1: Amplitude of each of the  combining coefficients is quantized with 3 bits, and the codebook for amplitude is identical to the Rel-15 codebook. 

Alt2A: Each of the  selected combining coefficients is expressed as , where denotes the WB amplitude of beam,    denotes its corresponding differential amplitude of i-th beam and m-th FD basis vector, and  is the co-phasing coefficient of i-th beam and m-th FD basis vector. The codebook for is identical to the Rel-15 codebook. The codebook for the differential amplitudes  is given by  
Alt3: For Alt3, we adopt the quantization method provided in [3], i.e., the combining coefficient  is expressed as , where  is a real-valued coefficient representing a common amplitude across all combining coefficients associated with the i-th beam,   is the differential amplitude quantized with 1 bit associated with the selected i-th beam and m-th FD basis vector,  is a real-valued coefficient representing a common amplitude across all combining coefficients associated with the selected m-th FD basis vector, andis a co-phasing associated with the selected i-th beam and m-th FD basis vector. The method of calculating and  could be found in [3]. The amplitudes  and are quantized with 3 bits, and the codebook is identical to the Rel-15 wideband amplitude codebook.

Fixed bitwidth to quantize co-phasing coefficients 

The relative average and cell edge user throughput vs. overhead for different quantization schemes with 2-bit, 3-bit and 4-bit co-phasing quantization are given in Fig. 5 and Fig. 6, respectively. Rel-15 Type II codebook using L=4 beams with SB amplitude and 8-PSK phase is used as a baseline. The calculation of overhead for different quantization schemes with fixed co-phasing bitwidth is given in Table AII in Appendix.
[image: ]
Figure 5: Relative average user throughput vs. overhead with 2-bit, 3-bit and 4-bit co-phasing quantization

[image: ]
Figure 6: Relative cell edge user throughput vs. overhead with 2-bit, 3-bit and 4-bit co-phasing quantization
As shown in Fig. 5 and Fig. 6, compared with 3-bit co-phasing quantization, 2-bit co-phasing quantization leads to more than 7% performance degradation for different quantization schemes. 4-bit co-phasing quantization could achieve about 2% gain over that of 3-bit co-phasing quantization at cost of about 10% overhead increase for different quantization schemes. Compared with other quantization schemes, Alt3 achieves better tradeoff between overhead and throughput. However, Alt1 could achieve better performance with about 8% overhead increase compared with Alt3. 

Observation-2:
· Although fixed 2-bit co-phasing quantization can save some feedback overhead, it leads to significant performance degradation compared with that of 3-bit and 4-bit co-phasing quantization.
· 4-bit co-phasing quantization can achieve slightly better performance than 3-bit co-phasing quantization at the cost of more feedback overhead. 
· Quantization schemes Alt3 achieve better tradeoff between overhead and performance, but Alt1 could achieve better performance with about 8% overhead increase over Alt3.

Variable bitwidth to quantize co-phasing coefficients
As mentioned in previous sections, if the bitwidth of co-phasing quantization is variable according to the value of amplitude of combination coefficients, it is possible to achieve better tradeoff between overhead and performance. We set a factor  to control the division of K1 non-zero coefficients into two groups. The co-phasing of one group is quantized with larger bitwidth, and the co-phasing of the other group is quantized with smaller bitwidth. As observed in Fig. 5 and Fig. 6, 4-bit co-phasing quantization brings marginal performance gain over 3-bit co-phasing quantization. It will not achieve better tradeoff between performance and overhead if 3-bit and 4-bit co-phasing quantizations are used for the two groups respectively. It is sufficient to consider {2, 3} bits or {2, 4} bits for co-phasing coefficients of the two groups.
In the following simulation, co-phasing coefficients of the largest coefficients are quantized with 3 bits, and 2 bits are used to quantize the other coefficients. is selected from {0, 0.25, 0.5, 0.75, 1}. The simulation results are given in Fig. 7 and Fig. 8. The calculation of overhead for different quantization schemes with variable co-phasing bitwidth is given in Table AIII in Appendix.

[image: ]
Figure 7: Relative average user throughput vs. overhead with  
[image: ]
Figure 8: Relative cell edge user throughput vs. overhead with 
Compared with ,  , 0.5 and 0.75 can save about 8%, 5% and 3% feedback overhead assuming K0=16, respectively. We can also observe that  could bring no more than 2% performance loss compared with the performance of  for all the quantization schemes. The average user throughput of degrades less than 1% compared with that of , and the perforamnce of  is almost identical to that of .
 Observation-3: Compared with  can save about 8%, 5% and 3% feedback overhead for different quantization schemes, respectively. The performance degradation of and  is no more than 2% and 1%, respectively.
Proposal-8: For quantization of amplitude, Alt1 or Alt3 is adopted.
Proposal-9: For quantization of phase, variable bitwidth allocation is supported. The largest  coefficients are quantized with X  bits, the others are quantized with Y  bits.
· (X, Y) = (3, 2) or (X, Y) = (4, 2) is configured by network
· FFS value of 
CBSR
According to the following agreement, CBSR and UCI design will be discussed [2]. In this section, our views on these two issues are provided, respectively.
Agreement
For RAN1 NR-AH 1901:
· Identify the remaining details required to finalize Type II rank 1-2 compression, e.g. range of values and configuration for each DFT-based compression parameter, CBSR utilization, detailed UCI design (such as reporting of coefficients associated with strongest beam/polarization)
· Companies are encouraged to evaluate the options A, B, C, D, and E (“other schemes”) summarized in Table 3 of R1-1813002 for potential support for Type II rank 1-2 overhead reduction 

According to the above agreement, CBSR is supported for the DFT-based compression Type II codebook. In NR Rel-15, RI restriction and beam restriction are supported for Type II CSI. The aim of beam restriction is to control the combined beam direction to avoid interference with other cells. For Rel-15 Type II CSI, the beam direction of Type II CSI is determined by the linear combination of multiple DFT beams, which is related to DFT vectors and the corresponding coefficients. The total  DFT beams are divided into  beam groups, where each group comprises  beams. Then through restricting the maximum WB amplitude associated with each DFT beam in the selected beam groups, the beam direction could be controlled.
Following the same principle, both RI restriction and beam restriction should be supported for the DFT-based compression scheme. According to the structure of the codebook, the beam direction is related to the spatial domain DFT vectors, compression coefficients and the frequency domain basis vectors. There are two possible candidates to control the beam direction:
· Alt-1: CBSR is only allowed to the spatial domain basis vectors and their corresponding compression amplitude coefficient set.
· Alt-2: In addition to the spatial domain basis vectors and their corresponding compression amplitude coefficient set, CBSR is also applied to the frequency domain basis vectors and their corresponding compression amplitude coefficient set. 
Alt-2 extends CBSR to frequency domain, considering the contribution of basis vectors to beam direction. The DFT vectors restriction or the FD-basis vectors restriction could reuse the grouping scheme adopted in Rel-15, where several adjacent vectors comprise one group. The compression amplitude coefficient set restriction could be achieved by restricting the maximum value of the amplitude coefficient within the set or the maximum value of the sum of the amplitude coefficients within the set. Take the following codebook structure into account,

where  and  denote the amplitude compression coefficient and the phase compression coefficient of beam   and FD-basis vector . For each beam, the weighting factor corresponds to the linear combination FD-basis vectors instead of a single combining coefficient as in Rel-15. 
For Alt-1, if restriction selects only, the amplitude compression coefficients set  for one polarization and the amplitude compression coefficients set   for another polarization would be restricted. Assume the CBSR rule is the maximum value of the amplitude compression coefficients, we’ll have


where represents the maximum allowed value of the amplitude coefficient. 
For Alt-2, if is also restricted besides the CBSR of Alt-1, the amplitude compression coefficients set would be restricted, we’ll additionally have

where  represents the maximum allowed value of the amplitude coefficient.
From the time domain perspective, the frequency domain basis vectors correspond to the time domain taps of the fading channel. Thus, for Alt-2, certain delay taps may be restricted. However, the relationship between the delay taps and the beam direction is not quite clear. On the other hand, Alt-1 seems easier to control the beam direction. 
Proposal-10: Adopt one of the following alternatives for CBSR and the maximum value of the associated amplitude compression coefficients is restricted.
Alt-1: CBSR is only allowed to the spatial domain basis vectors and their corresponding amplitude compression coefficients.
Alt-2: In addition to the spatial domain basis vectors and their corresponding amplitude compression coefficients, CBSR is also applied to the frequency domain basis vectors and their corresponding amplitude compression coefficients. 
	
Type II Rank>2 extension
The major principle to design rank 3-4 codebook is to maintain the overhead to a reasonable level. According to the current DFT-based compression codebook structure, the coefficients of each layer and each polarization are independently calculated. If such structure is directly extended to rank 3-4, the CSI payload will be significantly increased. On the other hand, for higher rank transmission, inter-layer interference becomes more severe. From our point of view, orthogonality among layers is beneficial to mitigate the interference. In the following, we propose a rank 3-4 codebook design, which takes into account both CSI overhead and layer orthogonality. The principle of the design is to generate layer 0-1 and layer 2-3 from two different orthogonal beam groups, where any beam of one group is orthogonal to all beams of the other group. From the overhead saving perspective, the number of SD beams L and the number of FD basis vectors M could be different for different layers. Since the dominant layers 0-1 are more important than layers 2-3, it is feasible to use smaller L and M for layers 3-4 than for layers 0-1. In addition, the FD-basis vectors of layers 3-4 could be selected within the FD-basis vectors of layers 0-1. For illustration, Fig.4 shows the two possible beam groups for the antenna layout . Group 1 includes four orthogonal beams (red dots), which indicates SD-basis selection for layers 0-1. Group 2 includes 2 orthogonal beams (blue dots), which indicates SD-basis selection for layer 2-3. These six beams are orthogonal to each other. Further, if orthogonality is also required for the layers sharing the same SD beams (e.g. layer 0 and layer 1), polarization-common coefficients could be used for these layers and the orthogonality between these layers is guaranteed by co-phasing.
[image: ]
Figure 9. SD-basis selection for rank 3-4 codebook
According to the above principle, the proposed rank 3-4 codebooks are defined, respectively, as:
· 
Rank 3:             
· 
Rank 4:             
where 
for  ,


for l ,


and  denote the orthogonal beams of Group 0 (including  beams) and Group 1 (including  beams), respectively. Similar to Type I codebook, the potential co-phasing factors could be .
Compared with rank 2,  (or ) instead of  (or ) coefficients are required for rank 3-4. Although an additional co-phasing indication is needed, it may be 1 or 2 bits according to the Type I codebook. Therefore, the PMI payload of the proposed rank 3-4 codebook is comparable to that of rank 2 Type II codebook.  
Proposal-11:
· For rank 3-4 codebook design, orthogonality among layers should be guaranteed, where different layers could be constructed by different orthogonal beam groups.
· The number of SD beams L and the number of FD basis vectors M could be different for different layers.
· The FD-basis vectors of layers 3-4 could be selected within the FD-basis vectors of layers 0-1.
Conclusions
In this contribution we discussed the DFT-based compression codebook design for Type II CSI feedback in NR. Based on the analysis and simulation results, our observations and proposals are summarized below.
Observations:
Observation-1: For FD-basis selection for different layers, Alt1 can achieve the similar performance to Alt2 with less feedback overhead.
Observation-2:
· Although fixed 2-bit co-phasing quantization can save some feedback overhead, it leads to significant performance degradation compared with that of 3-bit and 4-bit co-phasing quantization.
· 4-bit co-phasing quantization can achieve slightly better performance than 3-bit co-phasing quantization at the cost of more feedback overhead. 
· Quantization schemes Alt3 achieve better tradeoff between overhead and performance, but Alt1 could achieve better performance with about 8% overhead increase over Alt3.
Observation-3: Compared with  can save about 8%, 5% and 3% feedback overhead for different quantization schemes, respectively. The performance degradation of and  is no more than 2% and 1%, respectively.

Proposals: 
Proposal-1: For the value of . 
Proposal-2:  coefficients should be selected from unrestricted subset, i.e. size = 2LM.
Proposal-3: For RI=2, layer-common FD basis subset selection is used if the two layers adopt the same SD beams. Layer-independent FD basis subset selection is used if the two layers adopt different SD beams. 
Proposal-4: For RI=2, layer-independent coefficient subset selection is supported.
Proposal-5: For higher rank, layer-independent SD-basis selection should be considered.
Proposal-6: Adopt one of the following alternatives for  non-zero coefficients reporting:
· Alt-1: Union of the locations of the non-zero coefficients of all the layers is indicated using a size- bitmap in CSI part 1. 
· Alt-2: Union of the locations of the non-zero coefficients of all the layers is indicated using a size- bitmap in CSI part 1. 
· Alt-3: Non-zero coefficients of the first layer are indicated using a size- bitmap in part 1. In addition, the number of different locations of non-zero coefficients between the second layer and the first layer is reported in CSI part 1. 
Proposal-7: For Alt2, one of the following alternatives for quantization of phase is supported: 
Alt-1: The bitwidth of co-phasing is determined according to its corresponding WB amplitude value. 
Alt-2: The bitwidth of co-phasing is determined according to the product of its corresponding WB amplitude and differential amplitude.
Proposal-8:For quantization of amplitude, Alt1 or Alt3 is adopted.
Proposal-9: For quantization of phase, variable bitwidth allocation is supported. The largest  coefficients are quantized with X  bits, the others are quantized with Y  bits.
· (X, Y) = (3, 2) or (X, Y) = (4, 2) is configured by network
· FFS value of 
Proposal-10: Adopt one of the following alternatives for CBSR and the maximum value of the associated amplitude compression coefficients is restricted.
Alt-1: CBSR is only allowed to the spatial domain basis vectors and their corresponding amplitude compression coefficients.
Alt-2: In addition to the spatial domain basis vectors and their corresponding amplitude compression coefficients, CBSR is also applied to the frequency domain basis vectors and their corresponding amplitude compression coefficients. 
Proposal-11:
· For rank 3-4 codebook design, orthogonality among layers should be guaranteed, where different layers could be constructed by different orthogonal beam groups.
· The number of SD beams L and the number of FD basis vectors M could be different for different layers.
· The FD-basis vectors of layers 3-4 could be selected within the FD-basis vectors of layers 0-1.
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Appendix
Table AI: Evaluation assumptions
	Parameters
	Values

	Duplex mode 
	FDD

	Scenario
	Dense Urban (Macro)

	Carrier frequency 
	4GHz

	Channel model
	According to the TR 38.901

	BS Tx power 
	41dBm

	BS antenna configuration
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	BS antenna height 
	25m

	UE antenna configurations 
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Number of RBs
	52 RBs for 15 kHz SCS

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	UE distribution
	80% Indoor, 3km/h, 20% Outdoor, 30km/h

	UE receiver type
	MMSE and IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	MIMO mode
	MU-MIMO with RI=1

	CSI feedback period 
	5ms

	Feedback delay
	4ms



Table AII: The overhead per layer with fixed bitwidth of co-phasing coefficients
	Quantization Schemes
	Numbers of bits for WB   parts
	Numbers of bits for combining coefficients
	The payload for configuration (2L,M,K0, N3)

	
	
	WB
amplitudes

	Bitmap

	Amplitudes of combining coefficients
	Phase of combining coefficients
	Indices of selected M FD basis vectors and Indices of strongest coefficients

	(8,4,16,13)/N-bit co-phasing quantization

	Alt1
	
+


	
	

2LM
	3 (K0-1)
	
N(K0-1)
	

+


	   144 bits/3-bit
   160 bits/3-bit
176 bits/4-bit

	Alt2A
	
	3*2L
	
	2 (K0-1)
	
	
	152 bits/2-bit
168 bits/3-bit
184 bits/4-bit

	Alt3
	
	3*(2L+M)
	
	
-
	
	
	132 bits/2-bit
148 bits/3-bit
164 bits/4-bit


Note: In this table, N denotes the bit number of co-phasing quantization.

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Table AIII: The overhead per layer with variable bitwidth of co-phasing coefficients
	Quantization Schemes
	Numbers of bits for WB   parts
	Numbers of bits for combining coefficients
	The payload  for configuration (2L,M,K0, N3)

	
	
	WB
amplitudes

	Bitmap

	Amplitudes of combining coefficients
	Phase of combining coefficients
	Indices of selected M FD basis vectors and Indices of strongest coefficients

	(8,4,16,13)/

	Alt1
	
+


	-
	

2LM
	3 (K0-1)
	


3*((K0-1))+
2*((K0-1) (1-))
	

+


	 144 bits/
148 bits/
152 bits/
156 bits/
 160 bits/

	Alt2A
	
	3*2L
	
	2 (K0-1)
	
	
	 152 bits/
156 bits/
160 bits/
164 bits/
 168 bits/

	Alt3
	
	3*(2L+M)
	
	-
	
	
	 132 bits/
136 bits/
140 bits/
144 bits/
 148 bits/





Relative cell edge UPT
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Rel-15 Type II	M=4	1	Alt1	M=4	1.0110571753876929	Alt2	M=4	1.0055971879468339	image2.wmf
1113

{,,,}

8424

b

Î


oleObject2.bin

image3.wmf
11

{,}

42

p

Î


oleObject3.bin

image4.wmf
3

N

Mp

R

éù

=´

êú

êú


oleObject4.bin

image5.wmf
3

MpN

=´

éù

êú


oleObject5.bin

image6.emf
The first 

polarization 

M

Non-zero 

coefficient

Zero 

coefficient

The second 

polarization 


oleObject6.bin
The second polarization 


The first polarization 


M


Non-zero coefficient


Zero coefficient



image7.wmf
f

W


oleObject7.bin

oleObject8.bin

oleObject9.bin

image8.wmf
2

W

%


image9.emf
2L

M


oleObject10.bin
2L


M



image10.emf
2L

M

Non-zero 

coefficient

Zero 

coefficient


oleObject11.bin
2L


M


Non-zero coefficient


Zero coefficient



image11.emf
2L

M


oleObject12.bin
2L


M



image12.emf
2L

M

Non-zero 

coefficient

Zero 

coefficient


oleObject13.bin
2L


M


Non-zero coefficient


Zero coefficient



image13.wmf
ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

×

×

×

×

×

×

×

×

×

×

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

=

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

×

×

×

×

×

×

×

×

×

=

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

1

,

1

2

)

2

(

1

,

1

2

1

,

1

2

)

2

(

1

,

1

2

0

,

1

2

)

2

(

0

,

1

2

1

,

1

)

2

(

1

,

1

1

,

1

)

2

(

1

,

1

0

,

1

)

2

(

0

,

1

1

,

0

)

2

(

1

,

0

1

,

0

)

2

(

1

,

0

0

,

0

)

2

(

0

,

0

)

1

(

1

2

)

1

(

1

)

1

(

0

1

,

1

2

1

,

1

2

1

,

1

2

1

,

1

2

0

,

1

2

0

,

1

2

1

,

1

1

,

1

1

,

1

1

,

1

0

,

1

0

,

1

1

,

0

1

,

0

1

,

0

1

,

0

0

,

0

0

,

0

2

0

0

0

0

0

0

~

M

L

M

L

L

L

L

L

M

M

M

M

L

M

L

M

L

L

L

L

L

M

M

M

M

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

p

p

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

L

M

M

L

L

L

O

O

M

M

O

L

L

M

M

L

L

W


image14.emf
130 140 150 160 170 180 190

92 %

94 %

96 %

98 %

100%

102%

104%

Overhead (bit)

Relative performance

 

 

Average UPT of Alt1

Average UPT of Alt2A

Average UPT of Alt3

2 bits

4 bits

3 bits


image15.emf
130 140 150 160 170 180 190

90 %

92 %

94 %

96 %

98 %

100%

102%

104%

Overhead (bit)

Relative performance

 

 

Cell edge UPT of Alt1

Cell edge UPT of Alt2A

Cell edge UPT of Alt3

2 bits

3 bits

4 bits


image16.emf
130 135 140 145 150 155 160 165 170

92 %

93 %

94 %

95 %

96 %

97 %

98 %

99 %

100%

Overhead (bit)

Relative performance

 

 

Average UPT of Alt1

Average UPT of Alt2A

Average UPT of Alt3



=0



=1



=0.5



=0.75



=0.25


image17.emf
130 135 140 145 150 155 160 165 170

91 %

92 %

93 %

94 %

95 %

96 %

97 %

98 %

99 %

100%

101%

Overhead (bit)

Relative performance

 

 

Cell edge UPT of Alt1

Cell edge UPT of Alt2A

Cell edge UPT of Alt3



=0



=0.25



=0.5



=1



=0.75


image18.wmf
[

]

H

k

k

k

M

L

M

L

L

L

L

L

M

M

M

M

L

L

H

f

M

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

1

1

0

1

,

1

2

1

,

1

2

1

,

1

2

1

,

1

2

0

,

1

2

0

,

1

2

1

,

1

1

,

1

1

,

1

1

,

1

0

,

1

0

,

1

1

,

0

1

,

0

1

,

0

1

,

0

0

,

0

0

,

0

1

1

0

1

1

0

2

1

0

0

~

-

×

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

×

×

×

×

×

×

×

×

×

×

ú

û

ù

ê

ë

é

=

=

-

-

-

-

-

-

-

-

-

-

-

-

-

-

f

f

f

v

v

v

v

v

v

W

W

W

W

L

L

M

M

L

L

L

L


image19.wmf
{

}

max

,

1

1

,

,

1

,

0

max

A

p

j

M

j

£

-

=

L


image20.wmf
{

}

max

,

1

1

,

,

1

,

0

max

A

p

j

L

M

j

£

+

-

=

L


image21.wmf
{

}

max

1

,

1

2

,

,

1

,

0

max

B

p

i

L

i

£

-

=

L


image22.emf
N

1

O

1

N

2

O

2

Beams of Group 1 Beams of Group 2


image23.wmf
ú

û

ù

ê

ë

é

¢

-

=

ú

û

ù

ê

ë

é

=

2

,

0

2

,

0

1

,

0

0

,

0

1

,

0

0

,

0

2

,

1

2

,

0

1

,

1

0

,

1

1

,

0

0

,

0

~

~

~

~

~

~

~

~

~

~

~

~

w

w

w

w

w

w

w

w

w

w

w

w

W

n

n

n

f

f

f


oleObject14.bin

image24.wmf
ú

û

ù

ê

ë

é

¢

-

¢

-

=

ú

û

ù

ê

ë

é

=

3

,

0

3

,

0

2

,

0

2

,

0

1

,

0

0

,

0

1

,

0

0

,

0

3

,

1

3

,

0

2

,

1

2

,

0

1

,

1

0

,

1

1

,

0

0

,

0

~

~

~

~

~

~

~

~

~

~

~

~

~

~

~

~

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

W

n

n

n

n

f

f

f

f


oleObject15.bin

image25.wmf
[

]

[

]

H

k

k

k

l

M

L

l

M

L

l

L

l

L

l

L

l

L

l

M

l

M

l

l

l

l

l

M

l

M

l

l

l

l

L

l

M

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

)

0

(

)

0

(

)

0

(

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

0

,

1

,

0

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

0

,

1

,

0

,

1

,

1

,

0

,

1

,

0

,

1

,

0

,

1

,

0

,

0

,

0

,

0

,

0

)

0

(

1

)

0

(

1

)

0

(

0

,

0

1

0

1

0

0

0

0

0

0

0

0

0

0

0

0

0

0

~

-

×

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

×

×

×

×

×

×

×

×

×

×

=

-

-

-

-

-

-

-

-

-

-

-

-

-

f

f

f

v

v

v

w

L

L

M

M

L

L

L


oleObject16.bin

image26.wmf
[

]

[

]

H

k

k

k

l

M

L

l

M

L

l

L

l

L

l

L

l

L

l

M

l

M

l

l

l

l

l

M

l

M

l

l

l

l

L

l

M

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

c

p

)

1

(

)

1

(

)

1

(

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

0

,

1

,

0

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

1

,

0

,

1

,

0

,

1

,

1

,

0

,

1

,

0

,

1

,

0

,

1

,

0

,

0

,

0

,

0

,

0

)

1

(

1

)

1

(

1

)

1

(

0

,

0

1

1

1

0

1

1

1

1

1

1

1

1

1

1

1

1

1

~

-

×

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

×

×

×

×

×

×

×

×

×

×

=

-

-

-

-

-

-

-

-

-

-

-

-

-

f

f

f

v

v

v

w

L

L

M

M

L

L

L


oleObject17.bin

image1.wmf
0

2

KLM

b

=´

éù

êú


oleObject1.bin

