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Discussion and Decision
1 Introduction

In RAN1#95, it was agreed –

· For multi-TBs scheduling

· UL: I_sc for each TB is same

· Confirm the working assumption that for UE supporting multiple TBs, the soft buffer size stays the same as that of the legacy UE.
· For UL/DL unicast, at least consecutive resource allocation in time is supported when multiple TBs are scheduled by one single DCI. 

· ‘consecutive resource allocation in time’ means no new scheduling gap between the end of previous TB and the start of the next TB 

· FFS: Whether scheduling gaps is also supported

· FFS: How to schedule repetitions within the consecutive resource allocation

· For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, the relationship(s) between HARQ process and TB is/are selected from the following two candidates (multiple choices are allowed)

· Relationship 1: 1 HARQ process corresponds to 1 TB

· Relationship 2: 1 HARQ process corresponds up to 2 TBs

· Maximum UL HARQ process supported is 2.
· Maximum DL HARQ process supported is 2.
· The maximum number of TBs for multicast is one of [4, 8]

· FFS: Whether the TBs are back to back without gap

In this contribution, we discuss further issues related to scheduling of multiple transport blocks.
2 Scheduling of Multiple Transport Blocks
Using the DCI to schedule the multiple transport blocks can result in substantial saving in DCI overhead. In addition, unlike semi-persistent scheduling, it may be more beneficial to schedule several downlink or uplink packets consecutively as the eNB may have reliable channel state information. Furthermore, from a power saving perspective, it is more efficient than SPS as UE can go back to sleep sooner.
2.1 Relationship of HARQ process to transport block
In eMTC, it was agreed that, for unicast, when multiple DL/UL transport blocks are assigned by a single DCI, each transport block corresponds to a unique HARQ process. For NB-IoT, the same approach should be taken as this is the legacy operation for handling multiple transport blocks in unicast. If multiple transport blocks are mapped to one HARQ process, then this may create several issues related to decoding and retransmission. First, if multiple transport blocks are mapped to the same HARQ process, then each transport block may have an associated ACK/NACK as otherwise there may not be any benefit to transmit e.g. 3 small versus 1 big transport block (assuming the number of soft channel bits at the UE remain the same). If the number of soft buffer size can be increased, which would require reversing the working assumption from RAN1#94bis, then it would be better to support additional HARQ processes. 
In RAN1#94bis, it was agreed to support individual feedback for each HARQ process. In addition, it was agreed in RAN1#95 that the soft buffer size will stay the same. Furthermore, the relationship between HARQ process and transport block were discussed in RAN1#95. The following candidates are available –

· Relationship 1: 1 HARQ process corresponds to 1 TB

· Relationship 2: 1 HARQ process corresponds up to 2 TBs

Relationship 1: The maximum number of TBs that can be dynamically indicated in DCI is 2 since only 2 HARQ processes are supported in NB-IoT as agreed in RAN1#95. Although it is possible to increase the number of HARQ processes, in this case this is not preferred as it would increase the soft buffer size and therefore legacy UEs may not be able to be software upgraded to support this feature. Note that the number of HARQ processes may be increased while keeping the soft buffer size the same by limiting the maximum TB size, but the benefits from this approach may not be worth the additional complexity (e.g. in HARQ buffer management and UE processing).
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Figure 1. Example of multiple transport blocks with 2 HARQ processes.

Relationship 2: Two transport blocks mapped to a single HARQ process with individual ACK/NACK per transport block as shown in Figure 2. Alternately, this can also be viewed as increasing the number of HARQ processes (e.g. to four as shown in Figure 2). This can provide gain as more transport blocks can be scheduled by one DCI and individually acknowledged. However, since the number of soft buffer size is not increased, this option can introduce some complexity when implemented in practice. For example, for NB2 UE, each transport would have to be less than 1268 bits. The main drawback of this approach would be the need to indicate the transport block, which would have an impact on the DCI size, especially if new and retransmission are supported by the same DCI.

Note that in this option, the increase in the number of transport blocks per HARQ process would still be limited, possibly to 2 per HARQ processes. 
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Figure 2. Example of multiple transport blocks mapped to single HARQ process with dedicated ACK/NACK per transport block.

Alternately, Relationship 2 can also support two transport blocks mapped to a single HARQ process with one ACK/NACK per HARQ process as shown in Figure 3. In this case, each HARQ process has 1 ACK/NACK feedback. Since the number of soft buffer size is not increased, this option is not beneficial as TB 0 and 1 can be transmitted using a larger TB encompassing the two transport blocks. In addition, because only 1 ACK/NACK feedback is provided for each HARQ process, there is no gain. Therefore, this option is not preferred.
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Figure 3. Example of multiple transport blocks mapped to single HARQ process with common ACK/NACK per HARQ process.

Given the above options, relationship 2 can provide the best performance at the cost of increased implementation and specification complexity. Relationship 1, however, is the simplest option given the agreement that the soft buffer size stays the same as that of the legacy UE. Therefore, it is proposed that the maximum number of TBs that can be dynamically indicated in DCI is 2 for unicast.
Proposal 1: For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, 1 HARQ process corresponds to 1 transport block.

2.2 Maximum number of transport block for multicast
For multicast, the number of transport blocks should be indicated dynamically in the DCI. A key issue in determining the maximum number of transports is then the DCI design. If 2 bits are used, then supporting 4 transport blocks is better than supporting 8 transport blocks (e.g. {1,2,3,4} instead of {1,2,4,8}) as there is too large of a gap in the entries. To support 8 transport blocks, 3 bits are needed. This provides very good granularity {1,2,3,…8}. Since the current SC-MTCH DCI is small, there should not be significant impact in adding 2-3 bits to it considering the potential saving. Therefore, we propose to support 8 maximum transport blocks by adding 3 bits into the DCI.
An issue raised with adding bits into the DCI is that this is not backward compatible to legacy UEs, and therefore multiple DCIs would need to be transmitted, resulting in higher overhead. Our view here is that if there are legacy UEs to be scheduled, then eNB must use the existing DCI format and schedule each transport block individually. Therefore there is no advantage to also schedule the same transport blocks using the new DCI. New DCI should only be used where there are Rel-16 and beyond UEs receiving service. Therefore, we do not see an issue in adding 3 bits into the DCI.
Proposal 2: For multicast, the maximum number of TBs that can be dynamically indicated by DCI is 8.
2.3 Unicast DCI Design

In RAN1#94bis, it was agreed that the UE should only monitor one DCI size in the UE specific search space. In addition, it was agreed in RAN1#94 that the number of TBs will be dynamically indicated in the DCI. Generally, DCI design should try to minimize the size as otherwise we would lose a lot of the benefits from one DCI scheduling multiple transport blocks. Therefore we should allow too much flexibility in the DCI. Also, it should be noted that this DCI format will also be used to schedule only 1 transport block, and therefore overhead is very important.

Based on our proposal in the previous section, the maximum number of TBs that can be dynamically indicated in DCI is 2. This requires adding 1-bit field into the DCI.
Proposal 3: One bit is added to the DCI to indicate the number of scheduled transport blocks.
When two transport blocks are scheduled by the eNB, it is not necessary to indicate the associated HARQ process number as implicit indication can be done. For example, the HARQ process number can be implicitly indicated as {0,1} for first and second transport blocks. This reduces DCI overhead.
Proposal 4: When two transport blocks are scheduled, the HARQ process number is implicitly indicated as {0,1} for first and second transport blocks.
With respect to the scheduled transport blocks, several options can be considered –

· Each transport block is individually indicated in the DCI, which would allow different TBS, MCS, and resource allocation to be supported. It is not clear, however, why eNB would schedule two different MCS levels for the transport blocks as eNB would not have additional channel state information. Although it may be beneficial for eNB to indicate different time-frequency resources for the two transport blocks, doing so would add a lot of overhead into the DCI, which would minimize the benefit of this feature. 

· All transport block share the same TBS, MCS, and resource allocation. This reduces flexibility but minimizes changes to DCI size and keeps DCI design simple. This reduction in flexibility might not be harmful since the eNB might not have additional information to take advantage of this scheduling flexibility. 

· The TBS of the second transport block is different but can be derived from the first transport block. For instance, only a limited set of TBS values may be supported for the first transport block (say only larger TBS values are supported since this feature may be used when UE/eNB has a large packet). Then the TBS of the second transport block can be derived from the first transport block. For example, if the UE has a 3000 bits to send, it may send 2536 bits in the first transport block and 504 bits in the second transport block.
Given the above options, we prefer that all transport blocks share the same TBS, MCS, and resource allocation. This keeps DCI design simple without losing too much in flexibility.
Proposal 5: The same MCS, resource allocation, and number of repetitions are used for all transport blocks.
Another area is whether the DCI can indicate only initial transmission, only retransmission, or both. In the case with only two transport blocks, it is possible to support both initial and retransmission using the same DCI. This is done by increasing the NDI field to two bits.
Proposal 6: The DCI can individually indicate the NDI for each transport block.
Using the design principle outlined above, Table 1 shows DCI N0 for scheduling multiple uplink transport blocks. In this case, the DCI size is 25 bits, which is one bit larger than the legacy DCI.
Table 1. DCI N0 for scheduling multiple transport blocks.
	Field
	Size [bits]
	Note

	Flag for format N0/N1
	1
	

	Subcarrier indication
	6
	

	NPUSCH scheduling delay
	2
	

	DCI subframe repetition number
	2
	

	Number of RUs
	3
	

	Number of NPUSCH repetition
	3
	

	MCS
	4
	

	Redundancy version
	1
	

	Number of TBs
	1
	1 or 2 

	If Number of TBs = 1
	
	

	NDI
	1
	

	HARQ process number 
	1
	

	If Number of TBs = 2
	
	

	NDI field
	2
	00, 01, 10, 11 NDI toggles, HARQ process IDs are pre-determined


Likewise, Table 1 shows DCI N1 for scheduling multiple downlink transport blocks. Again, the DCI size is 25 bits, which is one bit larger than the legacy DCI.
	Field
	Size [bits]
	Note

	Flag for format N0/N1
	1
	

	NPDCCH order indication
	1
	

	Additional time offset for NPDSCH
	3
	

	DCI subframe repetition number
	2
	

	Number of NPDSCH subframes per repetition
	3
	

	Number of NPDSCH repetition
	4
	

	MCS
	4
	

	HARQ-ACK resource
	4
	

	Number of TBs
	1
	1 or 2 

	If Number of TBs = 1
	
	

	NDI
	1
	

	HARQ process number 
	1
	

	If Number of TBs = 2
	
	

	NDI field
	2
	00, 01, 10, 11 NDI toggles, HARQ process IDs are pre-determined


2.4 Transmission in Preconfigured Uplink Resource

In addition, in Rel-16 it has been agreed to specify support for uplink transmission in preconfigured resources in idle and/or connected mode based on SC-FDMA waveform for UEs with a valid timing advance. In this case, it would be beneficial to support also transmission of multiple transport blocks using this mode of operation. Therefore, it should be possible to also configure this feature via higher-layer configuration. Note that high-layer configuration includes both RRC configuration as well as via SI (for idle mode grant-free transmission).
Proposal 7: Scheduling of multiple transport blocks is also supported for uplink transmission in preconfigured resources.
As noted in [2], supporting an IDLE mode method of grant free transmissions would reduce the number of RRC contexts that the network would need to support and minimize the amount of signaling (in ideal conditions) to successfully make grant free transmissions. Whilst there are potential benefits of a connected mode grant free transmission mode, given that we do not expect rapid in the resource needs of grant free transmissions due to low mobility of MTC devices in general, we see idle mode grant free transmission mode as the priority. Therefore, for UE in idle mode, this feature is configured and enabled via SI.
Proposal 8: For scheduling of multiple transport blocks in preconfigured resources, this feature is configured and enabled via SI for UE in idle mode and via RRC signalling for UE in connected mode.

2.5 HARQ Feedback
In RAN1#94bis, individual feedback for each HARQ process is supported. It is FFS if HARQ bundling/multiplexing can be optionally supported. In some cases, it is very likely that the decoding error of the two transport blocks will be almost the same MCS is used. This could be, for example, when the two transport blocks are sent together to stationary UE with small or no repetition, so the channels are almost identical. Thus, only bundled ACK/NACK may be needed. This saves UE from having to transmit an additional ACK/NACK and saves the PUSCH resource. The timing of the ACK/NACK can be based on the transmission of the last HARQ process in the bundle.

Proposal 9: Bundled ACK/NACK can be optionally configured. The timing of the ACK/NACK can be based on the transmission of the last packet in the bundle.
3 Conclusions

In this contribution, we consider scheduling multiple DL/UL transport blocks and make the following proposals –
Proposal 1: For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, 1 HARQ process corresponds to 1 transport block.

Proposal 2: For multicast, the maximum number of TBs that can be dynamically indicated by DCI is 8.
Proposal 3: One bit is added to the DCI to indicate the number of scheduled transport blocks.
Proposal 4: When two transport blocks are scheduled, the HARQ process number is implicitly indicated as {0,1} for first and second transport blocks.
Proposal 5: The same MCS, resource allocation, and number of repetitions are used for all transport blocks.
Proposal 6: The DCI can individually indicate the NDI for each transport block.
Proposal 7: Scheduling of multiple transport blocks is also supported for uplink transmission in preconfigured resources.
Proposal 8: For scheduling of multiple transport blocks in preconfigured resources, this feature is configured and enabled via SI for UE in idle mode and via RRC signalling for UE in connected mode.

Proposal 9: Bundled ACK/NACK can be optionally configured. The timing of the ACK/NACK can be based on the transmission of the last packet in the bundle.
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